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ABSTRACT 

This report is in two parts.  Part I is concerned with 

superconductive devices employed as amplifiers with partic- 

ular emphasis on SQUID'S.  We show that superconductive 

amplifiers are electrical duals to MOSFET amplifiers and that 

the same types of parameters describe both types of ampli- 

fiers.  In particular we show that the noise of each type of 

amplifier is characterized by three quantities: a minimum 

noise temperature, an optimum source resistance, and a 

constant product of noise temperature and input circuit 

time constant.  We call this last parameter the action 

factor.  Our analysis shows that amplifiers with liquid 

helium noise temperatures over hundreds of kilohertz can be 

made from superconductive devices. 

Part II is a study of superconductive microcomposite 

wires that have potential applications in industry.  The 

wires are a microcomposite of Cu, Nb, and Sn, made by 

Tsuei's process.  We present data taken with both conven- 

tional and SQUID apparatus.  Our samples with low concen- 

trations of Nb (5 atomic %) all show a relatively small 

magnetization indicative of imperfect screening of magnetic 

flux, and a small remnant resistivity.  Samples with 10 

atomic % Nb, however, have virtually perfect screening 

characteristics at low temperatures and in si?.*1! applied 
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magnetic fields, and show no evidence of remnant resistance, 

Insight gained in studying these microcomposites has led us 

to an amalgamation of percolation theory and the effective 

medium theory for conduction in inhomogeneous media. 

Formulas resulting from this amalgamation fit not only our 

data on microcomposites, but also fit data from totally 

different materials. 
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PREFACE 

This report is in two distinct parts.  Part I is an 

investigation of the characteristics of superconductive amp- 

lifiers.  It was begun at the suggestion of Professor M.R. 

Beasley,  and followed the direction set earlier by him and 

Dr. R.S. Newbower.  Many of the conclusions reported here 

have already been published in a paper3 written by this 

author with Dr. Newbower and Professor Beasley. 

Part II is an account of our experiments with a new 

class of superconductive material: microcomposite wire. 

This research began as an interruption in a planned program 

of measurements in which a SQUID amplifier was to have meas- 

ured noise properties of various superconductive devices. 

The properties of the microcomposites turned out to be suf- 

ficiently novel, however, that our primary interest shifted 

to them.  Some preliminary results were published in a 
4 

paper by this author with Professors Beasley and M. Tmkham. 

This report covers the material in tne earlier paper, with 

additional data, interpretations, and perspective. 

A Note on Units 

MKS units are used throughout this report.  The most 

used conversion in switching from cgs to MKS units is that 

10 gauss make one tesla. 
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SUPERCONDUCTIVE AMPLIFIERS 

CHAPTER ONE:  INTRODUCTION 

Superconductive devices have been used for sensitive low 

temperature electrical measurements for over twenty years, 

but their full utility as current and voltage amplifiers 

have never been applied.  The earliest efforts used super- 

conductors as passive devices in conventional schemes. 

Pippard and Pullan5 replaced the copper coil in a conven- 

tional electro-mechanical galvanometer with a superconduc- 

-12 ting coil in 1952, and achieved sensitivities of 10   volts 

with an input circuit time constant of about 10 seconds. 

Templeton0 in 1955 constructed a superconducting chopper to 

couple a low temperature experiment to a room temperature 

vacuum tuba amplifier.  He obtained sensitivities of 2x10 

volts with a 0.1 second time constant.  Both of these tech- 

niques were restricted to low frequency (a few hertz at most) 

applications.  The first active superconductive device was 

the cryotron, so named by Buck' in 195fi.  This device, which 

depended on "classical" superconductivity, was originally 

conceived as a potential logic and memory device for appli- 

cation in large scale computers, but was shown by Newhouse 
Q 

and Edwards0 to be applicable to linear amplification as 

well.  The cryotron was unquestionably a wideband device 
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capable in principle of low noise operation, but it was 

beset by a host of practical problems and was never widely 

applied. 

The only superconductive devices to be widely applied 

as sensitive amplifiers have been those that have relied 

upon the Josephson effect, deduced theoretically by B.D. 
Q 

Josephson17 in 1962, and confirmed experimentally by Anderson 

and Rowell ^ in 1963.  The first device used as a sensitive 

electrical detector was invented by Clarke  in 1966, and 

dubbed the oLUG (for Superconductive Low inductance Undu- 

lating Galvanometer).  Since then, other devices, gener- 

ically termed SQUID's12'13 (Superconducting Quantum Inter- 

ference Devices) have superceded the SLUG.  These devices 

have been used to detect voltages as small as 10"  volts in 

a one hertz bandwidth, but they have been applied only at 

low frequencies.  This is a strange condition indeed, since 

the fundamental processes in any Josephson device occur 

over time intervals between nano- and picoseconds, 4 so that 

SQUID*s or SLUG'S or any of their variations should be a 

applicable to very high frequencies as linear amplifiers. 

It is ironic that the cryotron, which depends on a relative- 

ly slow phase transition for its operation, was always 

thought of as a high frequency device, while the Josephson 

devices, which are extremely fast, have been thought of and 

used for only very low frequencies.  (An important exception 

^ 
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to this irony is the Josephson junction cryotron-^ which was 

intended to be,and is, very fast.  It is at present limited 

to digital applications, however.) 

In the following section we shall briefly examine the 

operation and characteristics of the various active super- 

conducting devices, with an eye toward understanding their 

limitations.  Then we shall analyze in considerable detail 

the operation of a radio-frequency biased SQUID voltmeter 

circuit. We choose this particular application for detailed 

analysis because it has been used in several experiments 

in this and other laboratories.  Finally, we shall discuss 

the close analogy that exists between these devices and 

conventional room temperature high impedance amplifiers, 

and make suggestions for the further development of super- 

conductive linear amplifiers. 
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CHAPTER TWO:  PRESENTLY AVAILABLE SUPERCONDUCTING DEVICES 

There are at present two classes of active supercon- 

ducting devices suitable for small signal amplification. 

The first class takes advantage of only the "classical" 

properties of superconductors, while the second class util- 

izes one or another of the Josephson phenomena. Classical 

properties of superconductors are those that were understood 
9 

before Josephson1s predictions in 1962.  Critical currents, 

fields, and temperatures, and the coherence length and pene- 

tration depth in bulk and thin film superconductors are thus 

classical properties.  A device that uses these properties 

is the cryotron.  In the Josephson device category we shall 

consider the isolated Josephson junction as well as its 

incorporation in SLUG'S and SQUID1s. 

2.1 Cryotrons 

Cryotrons7'8#1° operate by using the field produced by 

current in one superconducting path to quench superconduc- 

tivity in a neighboring path.  The superconductor that 

creates the field is called the control, while the other, 

whose conductance is modified by the control, is called 

the gate.  In the original cryotron, the gate was a straight 

length of superconducting wire made of, say, Sn, and the 

control was a Pb or Nb wire wrapped tightly around 

litmiini-iin i.    *iiI*WIaMiniM—ii„i f < »- 



the gate. The device was operated at a temperature just 

beneath the critical temperature of the Sn gate (3.7 K) but 

well below the transition temperature of the control (9.2 K 

for Nb, or 7.2 K for Pb).  Thus a particular magni- 

tude of control current could drive the gate normal but 

leave the control superconducting.  Further, if the gate 

had a reasonably sharp resistive transition to the normal 

state, a small change in the control current could cause a 

large change in gate current, so that both current and power 

gain were available.  A simpler device to fabricate, and in 

many respects superior to the wire wound cryotron just de- 

scribed, is the thin film cryotron.   This device consists 

of two thin films deposited over an insulated ground plane, 

as shown in Fig. 1, where the two films are usually at right 

angles and are insulated from each other.  Again, one film 

is the gate, made usually of Sn, and the other film (the 

uppermost) is the control made of  Pb.  Operation is 

exactly as described for the wire wound cryotron, but the 

low inductance of the control and the small size of the gate 

help to speed up the operation of the device. 

Cryotrons, particularly the thin film versions, appeared 

promising on paper during their initial development, but 

they have never enjoyed more than limited application due to 

a plethora of practical problems.  First it turned out that 

the dynamics of the phase transition on which their opera- 
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Fig. 1 Physical arrangement of crossed film cryotron, 
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tion depends  was much slower than had been anticipated. 

This ruled out competitive ; Deration in computers, the orig- 

inal motivation for their invention.  Second, in linear 

operation they are plagued by flicker (1/f) noise apparently 

due to helium boiling, which makes them nearly useless at 

low frequencies or dc.  The source of this problem is that 

the gate element is nearly as sensitive to temperature fluc- 

tuations as it is to magnetic fields, when biased near its 

transition.  Since there are measures that could be taken to 

reduce these temperature fluctuations, this problem is of 

technical, not fundamental, importance, but it is an added 

complication. Finally, cryotrons require large, stable cur- 

rent supplies for biasing, and they are difficult to couple 

effectively to room temperature amplifiers. The worst of 

those problems, however, are largely overcome by devices 

employing the Josephson effects. 

2.2 Josephson Junctions 

Many devices suitable for sensitive linear amplification 

have been made and investigated since Josephson's original 

theoretical predictions of 1962.  These include devices that 

have used tunnel junctions, or point contact junctions, or 

thin film microbridge junctions.   The junctions, of what- 

ever type, have been used both alone, and as part of a 

larger multiply-connected superconductor. They offer the 
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device maker both a richness of possible configurations and 

a richness of phenomena to harness in a practical design. 

The general subject of Josephson phenomena is too deep to 

cover properly here and the reader should refer to the bib- 

liography for details of this vast subject. However, the 

basic physics underlying most of the details can be presented 

briefly in a simple phenomenological picture, and that will 

be the aim of this section. After the basic phenomena have 

been presented we shall examine their utility in devices. 

At the operational level, Josephson junctions work much 

like cryotrons: a magnetic field is used to suppress super- 

conductivity.  The difference is that in Josephson junctions 

superconductivity is suppressed in a very small region and 

the suppression is not due to a thermodynamic transition. 

Rather, it is due to the decoupling of quantum mechanical 

wave functions on either side of a narrow gap. A way in 

which this decoupling can occur is sufficiently simple to 

warrant a brief discussion.20 Begin by assuming that two 

parallel bulk superconductors are brought into close prox- 

imity of one another, in a configuration like that shown in 

Fig. 2.  Let the gap between the two superconductors be 

either vacuum, or an insi lator, or some normal metal.  Let 

the boundaries of this gap be at ±a.  Since any supercon- 

ductivity in the gap region will be weak, we can write down 

the wave functions associated with the macroscopic quantum 
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Fig. 2 Schematic Josephson junction.  S^ and S2 are bulk 
superconductors separated by a barrier of width 2a, 
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State of each bulk superconductor independently.  The prob- 

lem is then equivalent to the tunneling of wave functions 

out of wells, and typically there will be an exponentially 

decaying tail from each side into the gap.  Hence, in the 

gap or barrier, if f, is the wave function for the macro- 

scopic quantum state on the left, and if,' is the wave func- 

tion on the right, we can write: 

x + a 
#x = *Qexp[-   + i(*1 + e*Ax/fi)] 

(2-1) 
x - a 

I|I2 = ij;0exp[      + i(4>2 + e*Ax/li) ] 

where i|/Q and £ are real constants.  <j>i and <J>2 are the gauge- 

invarient phases, which differ from the explicit phases of 

the wave function by the vector potential term. We have 

assumed a vector potential A to exist directed uniformly along 

the x axis.  Also, e* is the effective charge of a super- 

conducting particle (that is, e* = 2e).  Now due to the 

assumed weakness of superconductivity in the barrier, we 

also assume that the net wave function in the gap region 

is the sum ty  = iK + ij^.  We now have all the information we 

need to calculate the supercurrent density flowing through 

the junction.  We may use the standard quantum mechanical 

form for a current of particles with charge e* and mass m* 

(the effective mass of a superconducting particle); 

IHHIMMI < « ■■*! 11 ill. 
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e*n e*2 

j_ =   (f*$9 - ^*)   - — $11)*%      amp/m2 

2m* i 

e*n 

m* 
(2-2) 

38    |#J   exp(-2a/5)   sinf^  - <|>2) 
2m 

The argument of the sine in (2-2) turns out to be express- 

able in terms of the difference in gauge-invariant phase 

from -a to +a.  If the explicit phase at x = -a is <J>_ and 

the explicit phase at x = +a is <J>+ then ehe phase differ- 

ence $i - <f>2 is ♦."♦.+ 2ae*A/h. 

Equation (2-2) can be written more compactly with a 

phenomenological coefficient, JQ, and the phase difference, 

Y = 

Js = J0siny 

Y = *i - <J>2 = ♦- " $+ + 2e*aA/Ii 

(2-3) 

This result is one of the two famous Josephscn equations, 

and we may now integrate it to obtain the total current, Is, 

flowing through the junction.  If the magnetic field B is 

uniform and in the y direction, parallel to the plane of the 

junction so that A points along the x direction, then we may 

write A = Bz.  Further, if the junction has dimension Z 

units in the z direction, then the magnetic flux threading 

the junction (neglecting shielding currents flowing within 

■UHU mmum m 
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the barrier) is <S> = 2aZB.  In calculating this flux we have 

neglected the penetration depth in both bulk superconductors. 

If the barrier is too narrow, the fields penetrating the 

bulk superconductors must be taken into account. Finally, 

fi/e* = <J>0/2  where $ is the flux quantum. Then the total 

supercurrent flowing through the junction is 

Z/2 Y/2 sin(TT$/$0) 
Ts  = /  /  Jsdvdz = I0

sinö   
-Z/2 -Y/2 u      (ir*/*o> 

(2-4) 

where 6 = <(»- - <f>+* and IQ = JQ
YZ* 

This equation means that a current of magnitude less 

than 

sin(7r$/$  ) 

(TT<W 

can be carried through the junction without dissipation, 

provided the phase 6 is allowed to adjust itself to satisfy 

(2-4).  If a larger current is forced through, it cannot be 

carried as a steady state supercurrent, so that some normal 

current must flow, and the resulting dissipation will be 

manifest as a voltage across the junction.  Hence by apply- 

ing a current that exceeds the critical current, or by 

applying a magnetic field, superconduction across the 

junction can be quenched without quenching the supercon- 

ducting state in either bulk superconductor.  Further, from 

***** 



13 

(2-4), one need only apply a single flux quantum to the 

junction to effect a quench.  For a junction with an area 

-ft  2 —^ the order of 10  cm , then, it would take only about 10 J 

tesla to reduce the critical current to zero. This is ten 

to one hundred times less field than is required to quench 

superconductivity in the cryotron. A bonus that is apparent 

from this analysis is that the weakened superconductivity in 

most types of Josephson junctions remains weak even at very 

low temperatures, so the critical current will be relatively 

independent of temperature if the bulk superconductors are 

well below Tc.  This effect eliminates the worst problem 

afflicting cryotrons: the flicker noise associated with 

temperature fluctuations of the helium bath will not seri- 

ously affect Josephson junctions of the proper design. 

There are currently two devices in use or under study 

that utilize a single Josephson junction in a singly con- 

nected superconducting topology.  One device, which appears 

promising in computer applications, is an adaption of 

Josephson phenomena to cryotrons, and the device will be 

called here a Josephson junction cryotron.   The device is 

made by replacing the gate in a crye-ron arrangement of thin 

films with a Josephoon junction.  This new configuration 

behaves qualitatively very much like the old cryotrons, 

except that it is not so sensitive to temperature fluctu- 

ations, it is much faster, requiring a picosecond time scale 

in   unriiwui -   aaam 
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for measuring the switching speed, and it is activated by 

much smaller bias currents, thus reducing the power level of 

the device which, in turn, allows a denser packing of the 

circuitry. The Josephson junction cryotron uses a tunnel 

junction, in which the barrier between the bulk supercon- 

ductors is an insulator, and due to some normal state tun- 

neling properties not discussed here, they exhibit a strong 

hysteresis that is an additional advantage in digital cir- 

cuitry.  It is this same hysteresis, however, that blocks 

a direct application to linear amplification .  Other 

junction configurations are not hysteretic, but they have 

not been applied in cryotron arrangements. 

The other Josephson device that has been used by itself 

in a singly-connected topology is a Josephson-junction 

noise-temperature thermometer.21 Unlike the Josephson cry- 

otron, this device does not use the critical current rel- 

ation of (2-4), but instead takes advantage of the second 

fundamental Josephson equation.  This equation is a general 

property of superconducting systems, and it relates the 

voltage between two superconducting regions to the quantum 

phase difference between them.  It will not be derived here 

(see Feynman, reference 22, for a simple derivation) but the 

relation is 

V = (fi/e*)(dy/dt) (2-5) 

where V is the voltage difference, and y  is the gauge invar- 

tiSmm ■*§R>->4,' 
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iant phase difference. Thus, if there is a potential dif- 

ference V across a Josephson junction, the phase will in- 

crease (or decrease) at a rate proportional to the voltage. 

When such a time dependent phase is substituted into (2-5) 

we see that the net supercurrent must oscillate at the 

instantaneous angular frequency o)(t) - e*V(t)/!i.  This 

oscillating supercurrent may be detected by mixing a radio 

frequency signal with the oscillating supercurrent in the 

junction itself. The external rf should have a frequency 

much larger thane*V/fi. The result of mixing in the non- 

linear Josephson junction will be an amplitude modulated rf 

signal, where the frequency of the modulation contains the 

voltage information.  Standard radio F.M. techniques can 

then be used outside the dewar to demodulate the mixer 

product and create an amplified version of the original sig- 

nal. 

A possible configuration of such a Josephson device used 

as a thermometer is shown in Fig. 3.  The Johnson noise 

voltage fluctuations of a resistor, Rs, are imposed on a 

Josephson junction biased above its critical current.  Hence 

the total supercurrent through the junction will contain a 

component whose frequency ic, related to the instantaneous 

voltage across Rg.  The fluctuations of this frequency are 

then proportional to the Johnson noise fluctuations, and by 

measuring the frequency with the mixing and F.M. techniques 

m**i 'HI - >l'illl<Uii 
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mentioned above the temperature of Rs may be determined from 

the Johnson noise formula <V2> = 4kBTR AB. Here <V2> is the 

mean square voltage fluctuation, kB is Boltzmann's constant, 

T is the temperature to be determined, and AB is the effec- 

tive bandwidth of the measurement. Circuits based on these 

principles23 have been used to measure temperatures into the 

milli-Kelvin region with good accuracy, which gives an indi- 

cation of the sensitivity possible with Josephson devices. 

In principle the same circuit could be used as a general 

purpose linear amplifier with an appropriate F.M. demod- 

ulator in the output circuit to convert the oscillating 

voltage back to an analog signal. 

2.3  SQUID'S 

We have seen that a single Josephson junction is extreme- 

ly sensitive to magnetic flux in its barrier, but it is not 

very sensitive to field.  The problem is that it takes a 

relatively large field to make even a small quantity of flux 

in the small gap area of most junctions.  The field sensi- 

tivity, evidently, could be increased if that area were made 

much larger, while maintaining Josephson coupling between 

the two bulk superconductors.  Since the barrier must remain 

narrow, this would mean making a very long junction.  Such a 

geometry would not work well because of difficulties in fab- 

ricating a large junction uniformly, and, more fundamentally, 
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because self screening currents within the junction would 

cause complications.  However, there is a simple way of 

making a junction with effectively a very large area, and 

the resulting devices are called SQUID'S, for Superconducting 

Quantum Interference Device.*2'*3 Such an arrangement, 

shown in Fig. 4a, consists of two small area junctions in- 

corporated into a multiply connected superconducting ring. 

It is much as if the center of a single large area junction 

had been removed, leaving the two small junctions at the 

extremes.  In fact, the Josephson equations, (2-2) or (2-3), 

still apply. There are now two paths for the current to 

flow in, however, so there will be two terms in the expres- 

sion for the total current: 

Is = I0 (sinYj^ + siny2) (2-6) 

We have assumed for simplicity that the two junctions have 

equal critical currents,, are symmetrically arranged so that 

| as imposed current will divide symmetrically (in zero ap- 

plied field), and that the flux within each junction is neg- 

ligible .  But in this new geometry the gauge invariant 

phases y±  and Y2 associated with each junction are not inde- 

pendent.  It is easy to show by integrating the vector pot- 

ential around the superconducting ring that 

m0mmmm*****i**)> '* 
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SUPERCONDUCTING 
RING 

* 

MAGNETIC 
FLUX 

JOSEPHSON 
JUNCTION 

(a) 

JOSEPHSON 
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t CURRENT 
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VOLTAGE 
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-jRF BIAS 

TO 
DETECTOR 

RF 
AMPLIFIER 

TANK 
CIRCUIT 

(b) 

Fig. 4    a) dc SQUID configuration,  b)  rf SQUID config- 
uration. 
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Yi - T2 " 2ir«/*0 (2-7) 

where * is now the total flux enclosed by the ring. Substi- 

tuting this expression back into (2-6), we find that the 

critical current through the SQUID has a minimum (a zero, 

actually, if the two junctions are identical) whenever the 

total magnetic flux in the ri'.g is an odd multiple of $0/2, 

thus making the electrical characteristics periodic in the 

-2  2 
flux quantum.  Typical SQUID areas might be 10  cm so that 

a field of only about 10"^ tesla is all that is required to 

drive the SQUID into a resistive state. The extra sensi- 

tivity to magnetic field that SQUIDS thus possess over 

single Josephson junctions is due only to the larger area of 

the SQUID geometry.  However, since the physically larger 

inductors used to couple to SQUID1s can produce the required 

flux with very small currents, this high sensitivity to field 

is equivalent to a high sensitivity to current.  The tiny 

coils required to drive single Josephson junctions require 

very large currents to produce the same quantum or so of 

magnetic flux.  (In other words, the inductance of a coil of 

of fixed geometry scales with its linear dimensions.)  Thus 

SQUID's are the preferred device where extreme sensitivity 

to fields or current is desired. 

What has been described above is usually referred to as 

a direct current (dc) SQUID, but there is another version of 

tmämkmm* 
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this device called a radio frequency (rf) SQUID.   This 

device consists of a single junction in a closed supercon- 

ducting ring, as sketched in Fig. 4b.  It behaves like the 

dc SQUID in that its electrical characteristics depend per- 

iodically on the flux quantum, but the measurable quantities 

are only accessible at radio frequencies. These rf SQUID'S 

are currently popular because they require the fabrication 

of only a single junction and the high frequency circuitry 

actually allows some simplification in the way room temper- 

ature equipment is coupled to the SQUID.  See reference 24 

for a thorough discussion. 

There is a third device called a SLUG that we referred 

to briefly in Chapter One.  Its principle of operation is 

exactly that of the dc SQUID discussed above.  Its distinc- 

tions are a unique method of fabrication and that it senses 

the magnetic field due to an applied current in one of its 

structural parts, instead of an externally applied field. 

See J. Clarke, reference 11 for details. 

Despite the excellent sensitivity of SQUID1s to magnetic 

fields or currents, they are not ideal circuit elements from 

the standpoint of designing linear amplifiers. Their per- 

iodic response to applied fields makes them extremely non- 

linear so that operation without feedback is difficult at 

best. Complicating this intrinsic nonlinfarity is the fact 

that the Josephson junctions that are their heart operate 
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at very high speeds. Extreme nonlinearity coupled with wide 

band response makes these devices especially susceptible to 

noise, so that careful shielding of the device, and whatever 

circuit it is coupled to, is a necessity. Furthermore, the 

very thing that makes SQUID1s sensitive to small currents 

also makes them low frequency or dc devices. The large 

coils uzed to couple currents to SQUID1s have a large induc- 

tance which in turn makes a long time constant in the input 

circuit. As we shall see in the next chapter, feedback can 

be used to reduce the tffective time constant of the input 

circuit, but feedback cannot alter sensitivity: even with 

feedback, the original high sensitivity to current will be 

retained only over the original narrow bandwidth.  Appar- 

ently the only way to increase the low noise bandwidth is to 

sacrifice some current sensitivity and make a smaller device 

that requires a smaller coupling coil.  Hence we envision 

moving the two Josephson junctions of the dc SQUID closer 

together in an effort to obtain wider bandwidths with less 

current sensitivity.  The limit puts us back where we started, 

with a single Josephson junction in a cryotron-like config- 

uration.  Hence we must choose the configuration of Josephson 

junctions that suits our purpose:  SQUID's offer high sens- 

itivity but slow response, while single junctions offer quick 

response with relatively poor sensitivity.  In the following 

chapters are presented first a careful study of a particular 
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SQUID amplifier; then, using that study as a concrete 

example we will show how the ideas discussed briefly above 

apply to both superconducting and conventional amplifiers. 
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CHAPTER THREE:  ANALYSIS OF A SQUID AMPLIFIER 

SQUID magnetometers have dramatically improved the sens- 

itivity with which voltage measurements can be made at low 

temperatures.25 An available voltage sensitivity in the 

sub-femtovolt (<10~15 volt) range and noise temperatures un- 

der some conditions as low as 10  K are often quoted meas- 

ures of the remarkable capabilities of these devices,  pre- 

vious work on SQUID amplifiers26'27 has in the main empha- 

sized their applications as sensitive dc voltmeters.  In this 

chapter, however, we explore their potential as low-noise 

amplifiers for general purpose use in the liquid helium 

temperature range.  We discuss the construction of practical 

amplifiers and describe the operating characteristics (noise, 

bandwidths, impedance levels) of an amplifier we have built. 

These characteristics are also compared with those expected 

theoretically and with those available with the best conven- 

tional room-temperature electronics. 

Conventional SQUID voltmeters have two principal short- 

comings when applied as amplifiers:  they have narrow band- 

widths, and they exhibit their superior noise performance 

only for very low source impedances.  These drawbacks can be 

overcome, however.  First, the bandwidth can be extended 

beyond that allowed by the natural L/R time constant T of 

the input circuit by using the SQUID as a null detector in a 

feedback circuit and taking advantage of the properties of 

mm 
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negative feedback to decrease the response time of the cir- 

cuit. As we shall discuss in detail, using feedback prop- 

erly it is possible to obtain bandwidths well in excess of 

1/T, although the best noise performance is still restricted 

to the smaller natural bandwidth. The advantages of incorp- 

orating negative feedback with SQUID voltmeters were first 

emphasized by McWane, Neighbor, and Newbower.28 Subsequent- 

ly, Newbower29 and Giffard, Webb and Wheatley27 have anal- 

yzed in greater detail the effects of feedback on the oper- 

ation of SQUID's when used as null detectors. The treatment 

presented here derives from the work of Newbower and unlike 

that of Giffard et al. stresses the use of feedback to max- 

imize bandwidth. 

The second major problem encountered in attempting to use 

SQUID'S in low-temperature amplifiers is that they exhibit 

their best noise characteristics only for very low source 

impedances. For example, micro-degree noise temperatures are 

available with SQUID amplifiers only for source resistances 

<10  ohm; for SLUG'S the source resistance must be less than 

10"8 ohm.  This situation arises because the SQUID is basic- 

ally a current sensing device and small voltages produce 

large currents only for small source impedances. The deter- 

ioration of the noise characteristics of superconducting amp- 

lifiers as the source resistance increases has been discussed 

by Clarke, Tennant, and Woody, " who have successfully used 

mm  —-— ÜÜJMÜ 



26 

superconducting impedance matching transformers to improve 

the situation substantially in the case of c  SLUG amplifier. 

Basically they use the transformer to transform the high 

source impedance to a lower, more favorable level. Their 

best effort at the time yielded noise temperatures in or 

below the liquid helium temperature range for source resis- 

tances less than 10  ohm. 

Using impedance matching transformers with a SQUID rather 

than a SLUG, we have been able to obtain noise temperatures 

less than 4 K for source resistances up to a few ohms with 

relative ease. Minor improvements would be expected to 

yield similar or better performance for resistances up to 

tens of ohms. For source resistances much larger than ten 

ohms, however, conventional electronics becomes competitive 

for mose low frequency applications. 

A graphic illustration of the remarkable capabilities of 

a properly operated SQUID amplifier is shown in Fig. 5, which 

shows the response of our amplifer to a 1.92 nV step input 

generated in a source with an internal impedance of 0.12 ohm. 

The noise seen on the amplifier output is due to Johnson 

noise from the source itself.  In making the trace shown in 

the figure the response time of the amplifier was limited by 

a 100 Hz low-pass filter on its output. The response time 

-4 of the amplifier itself was 'vlO  second.  Similar photo- 

graphs of Johnson noise superimposed on a step response 
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t I 

T 
1.92 x 1Ö9 Volts 

1 

Fig. 5 Low level step response of the SQUID amplifier 
showing the Johnson noise of a 0.12 ohm resistor 
in an externally imposed 100 Hz bandwidth. 
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produced by SQUID voltmeters not properly matched to the 

source resistance or optimized for response time have 

required minutes to trace out.27 

A circuit found to perform satisfactorily as an ampli- 

fier and capable of the performance indicated above is des- 

cribed in section 3.1 of this report.  In section 3.1 we 

also establish the equivalent circuit of the amplifier, in- 

vestigate its dynamic behavior and noise properties, and 

consider the performance expected when impedance matching 

transformers are used.  In section 3.2 we describe the con- 

struction and performance of the amplifier and impedance 

matching transformer we have built and then compare their 

operating characteristics with the theoretical analysis pre- 

sented in section 3.1.  In section 3.3 we compare the per- 

formance of our superconducting amplifier with the best 

available room temperature amplifiers. 

3.1 Theory of Operation 

A. Basic Circuit 

The basic amplifier circuit we have studied is shown 

schematically in Fig. 6a.  In this circuit a SQUID magneto- 

meter is used as a null detector in a self-balancing feed- 

back arrangement. The signal voltage Vg produces an error 

current I£ which is sensed by the SQUID and used to generate 

a feedback current IF = VQ/RQ which produces a voltage 

i' in i ■'iniiiiimi ini 
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(0) 

*.T0 RF ELECTRONICS 

(b) 

RF SQUID 

Fig. 6 a) Basic amplifier circuit, b) rf SQUID magne- 
tometer circuit. The heavy lines indicate super- 
conducting current paths. 
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across Rp that tends to reduce I£. At balance when l£ = 0, 

Vg ■ IpRp by Ohm's law, and therefore VQ/VS « R0/Rp. As is 

typical of negative feedback circuits, the overall gain of 

the amplifier is independent of the gain of the individual 

active elements and the input is potentiometric.  In real 

circuits this voltage gain may range up to 10  . 

The magnetometer itself consists of a superconducting 

coil L and a SQUID which senses the current through the coil. 

Since the superconducting coil has zero resistance the com- 

ponent of the current through the null detector due to the 

signal is given by Vs/Rg  (one usually chooses RF<RS), so 

that the null detector is extremely sensitive at low source 

resistances. The extraordinary noise performance results 

because the thermal noise in the source, proportional to 

/Rg, decreases more slowly with decreasing Rg than does the 

minimum detectable voltage.  (The actual situation is more 

complicated and is discussed below.)  A schematic of a 

superconducting amplifier incorporating a SQUID magnetometer 

is shown in Fig. 6b for the particular case of an rf SQUID. 

The details of the operation and instrumentation of the SQUID 

will not be discussed here since they are amply discussed in 

the literature.  (For example, see reference 25 and the 

references therein.) 

The basic circuit shown in Fig. 6a was first used as a 

superconducting dc voltmeter by McWane, Neighbor, and 
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Newbower28 and has subsequently been widely adopted. As we 

shall see, it can also function nicely as an amplifier, with 

several advantages. First, when the loop gain in high, the 

error current is kept small and the circuit has a high-imp- 

edance potentiometrie input.  Second it provides a means by 

which a sensitive but non-linear (in fact periodic) device 

such as a SQUID can be used to construct a linear amplifier 

with large dynamic range. Finally, negative feedback re- 

duces the response time of the circuit substantially below 

the natural L/R time constant of the null detector loop. 

This faster response is particularly important for an ampli- 

fier. As we show in detail below, in the absence of comp- 

licated compensating networks, the ultimate bandwidth of 

this amplifier is determined by the response time associated 

with the feedback resistor, R^. 

The equivalent circuit we have found to satisfactorily 

account for the dynamic behavior of this amplifier is shown 

in Fig. 7.  Here Lg is the inductance of the source, Lp is 

the inductance of the feedback resistor, and LL is the induc- 

tance of the null detector itself plus any stray inductance 

L' in the central loop not explicitly accounted for in the 

source or feedback resistor.  Series inductances and not 

shunt capacitances are of primary importance in determining 

the frequency response of this circuit since the resistances 

involved are very small.  The SQUID null detector has been 
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Fig. 7 SQUID amplifier circuit. The SQUID is modeled as a 
linear current controlled voltage source with output 
voltage to input current ratio ß. 
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modeled as a current-controlled voltage source with output 

V(IE) = ßIE. 
Tne amplifier in this figure stands for the 

entire chain of electronics (lock-ins, amplifiers, filter, 

etc.) which actually come between the SQUID detection cir- 

cuits and the final feedback voltage. 

B. Frequency Response and Bandwidth of the Amplifier 

An approximate solution for the transfer function of the 

circuit shown in Fig. 7 is easily obtained.  Summing volt- 

ages around the central loop we have 

VS = IE(RS + RF) + IE(LL + Ls + LF) + IFRF + IFLF  (3-1) 

where because of feedback 

xr" 
A3IE 

^7 
= KIT (3-2) 

Assuming Vg varies sinusoidally in time, we are led to the 

equation 

Vs = IE[RT + iwLT + (RF + ia)LF)K] (3-3) 

where RT - Rg + Rp, I*j» = LL + LS + LF are tne total looP 

resistances and inductances respectively. Finally, if 

KRF/RT>>1 as is usually the case, 
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^=_£   (3-4) 
Vs   RF  1 + ia)(TF + x^/KRp) 

where TF ■ LF/RF and TT = LT/RT. From (3-4) we see that 

when TTRT/KRF<<TF, the natural time constant of the loop,TT, 

drops out and that the bandwidth is ultimately governed by 

TF. 

A more complete solution is obtained using elementary 

feedback theory.  From (3-1) we see that the error current 

I produced by the source voltage Vg is given by 

Vs - IP(RF + iwLF) 
IE =  .   . (3-5) 

Rp + iuiLip 

From this equation and Fig. 7, the block diagram of the feed- 

back loop can be established by inspection and is shown in 

Fig. 8.  In the circuit of Fig. 8 we have included the fre- 

quency response of the amplifier chain A(u>) = AQ/(1 + iwiA) 

and we define  3 = M3V/3* where M is the mutual inductance 

between L and the SQUID and 3V/3$  is the output voltage of 

the SQUID detection circuits (i.e. in our case the rf tank 

circuit) per unit flux change in the SQUID.  Defining G(co) 

as the forward transfer function and F(OJ) as the feedback 

transfer function, the response of the closed loop is given 

by 

M<MtattaMftMMag^iittt 
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  =   =   (1+    - U)Z   + lü){ _ +Tp}J 
Vs   1+FG   RF     G(0)F(0)     G(0)F(O)      G(0)F(0) 

(3-6) 

where 

G(o))     = A^/R^l + ia)TT) (1 + i«T ) 

F(u>)     = RF(1 + ia)TF)/R0 

G(0)F(0) = KRF/RT = A03RF/R0Rr  . 

When TA<<TT, (3-6) reduces to (3-4), found above. Note, 

however, that if TAG(0)F(0) is larger than TT, the response 

of the system becomes peaked at a frequency <u0 

u0 
Ä /[G(0)F(0)/TATT] . 

It would be best not to operate in this region, not only 

since a flat response is usually preferable to a peaked one, 

but also to avoid instabilities in the feedback loop.  (Al- 

though the loop as shown in Fig. 8 is completely stable, 

additional small phase shifts can lead to instability when 

the response is peaked.)  Unfortunately, in practice it is 

not always possible to make TA sufficiently short to avoid 

these difficulties while simultaneously maintaining suffic- 

ient dynamic range in the amplifiers. These practical prob- 

lems associated with increasing bandwidth are discussed in 

detail in section 3.2. 
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C. Noise Temperature of the Amplifier 

Although the transfer function bandwidtn is a consider- 

ation in a sensitive amplifier, its importance is secondary 

to the amplifier's noise performance.  The transfer function 

may in principle be modified almost arbitrarily; the noise 

cannot.  Poles or zeroes in succeeding stages can cancel 

zeroes or poles in preceeding stages, and feedback can be 

used to effectively decrease the response times of the pass- 

ive components in the input circuit, as we have already 

seen for the specific case of the SQUID amplifier.  None of 

these, however, can affect the noise characteristics of the 

amplifier, provided the first stage of amplification has 

high enough gain.  This fundamental distinction between the 

transfer function and the noise of an amplifier can be made 

clear with the aid of Fig. 9a, which is the block diagram of 

a general feedback loop with two stages of forward gain, G^ 

and G2.  Three noise sources, N^, N2, and N3, have also been 

distributed between the stages.  These generators specify 

an equivalent voltage or current noise density in units of 

volts//Hz or amperes//Hz. With input signal IN the output 

of this loop will be 

G1G2 
OUT =     (IN + Nx + U2/Gi  + ^/G^) .    (3-7) 

1 + G1G2F 

It is apparent that only those noise sources that precede the 
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Fig. 9 a) Block diagram of feedback loop with distributed 
noise sources,  b)  SQUID amplifier block diagram 
with distributed noise sources. 

mam      i ii< rtTil mn«k on., .1W1 fi m *il : 



39 

i 

first stage with large gain need be considered in an analysis 

of the noise of the amplifier. Further, since the feedback 

network, F, plays no role in determining the relative 

strengths of the signal and noise at the output, an open 

loop analysis is all that is required for any values of for- 

ward and feedback gain.  Hence, the noise properties of the 

entire system are independent of both feedback and of addi- 

tional stages of amplification beyond the first stage with 

high gain. 

A convenient parameter used to specify the noise pro- 

Arties of any given amplifier is its noise temperature TN. 

This quantity is defined as the extra temperature that must 

be added to the true temperature T of the source resistance 

to explain all the noise at the output of the amplifier as 

arising from Johnson noise in the source resistance.  For 

the block diagram in Fig. 9a we have 

|OUT|2 ~   4kBRs(T + TN) = 4kBRsT+|N1|
2+|N2/G1|

2+|N3/G1G2|
2 

which can be solved for TN: 

TN = (4kBRs)-
1 (|N1|

2+|N2/G1|
2+|N3/G1G2|

2) (3-8) 

Hence the noise temperature depends on the source resistance, 

the spectra of the noise sources, and the transfer functions 
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Gi and G-.  If the noise temperature is less than the true 

temperature, then the Johnson noise of the source dominates 

over the amplifier noise, and a quieter amplifier is not 

ordinarily needed.  If, however, the noise temperature of 

the amplifier is larger than the temperature of the source, 

then amplifier noise dominates over Johnson noise, and a 

quieter amplifier would yield increased sensitivity. 

SQUID amplifiers can have extremely low noise temper- 

atures. We may use the ideas developed above to obtain an 

expression for the noise temperature of the SQUID amplifier 

analyzed in the last section. The block diagram for that 

amplifier is presented in Fig. 9b with both a current and 

voltage noise generator present, and with the feedback net- 

work absent, since, it will have no effect on the magnitude 

of TN.  We need include only these two noise generators 

since they are the only ones to precede the first stage with 

high gain, which physically is the SQUID.  If we identify 

en with N^ and in with N2r and l/RT(l+iu)TT) with G^, we may 

substitute directly in (3-8) and obtain 

en2   inV(l + "V) 
TN(o)) =   +   (3-9) 

4kBRs       4kBRs 

For the present discussion we will neglect en because in 

regimes where SQUID amplifiers have been operated the current 

noise term is the dominant one. This current noise generator 
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takes into account the noise generated physically in the 

SQUID itself and in the electronics that follow it, all 

referred back to the point in the block diagram where we 

have placed our current noise source. We could as well have 

placed our noise generator after the mutual inductance, M, 

in the block diagram, which would have made it an equivalent 

flux noise generator. Indeed, the noise in SQUID'S has been 

conventionally specified as an equivalent flux power 

density31 <$2> = <i£>/M . We will not follow the conven- 

tion here because it is an inferior scheme. Specifying the 

flux noise takes no account of the coupling32 to the SQUID. 

A SQUID with very small flux noise but which also has a very 

small mutual inductance coupling it to the current to be 

measured may be less useful than a SQUID with slightly more 

flux noise, but a much bigger mutual inductance. Hence ig- 

noring en for now, and making the further assumption that 

RS ~ *T» we nave for tne noise temperature: 

in
2Rs 

TN(u>) * _  (1 + O)2TT2) (3-10a) 
4kB 

The explicit dependence on Rg may be removed by noting that 

L/Rg = TT. Then defining C = L<in
2>/4kB we see that the low 

frequency noise temperature can be written 

TN(0) = C/xT . (3-10b) 

^i^rfittfriintiuiiirmi'iiTr 'mmitm   JMJ 
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The quantity C, which we call the action factor after 

Radhakrishnan and Newhouse,   is a function only of the 

particular SQUID magnetometer used and is a useful figure of 

merit for the system. Equation (3-10b) shows that for a 

given SQUID magnetometer (hence a given C), the noise temp- 

erature of the amplifier depends only on Tm.  Substituting 

the representative values <in > = (2x10  amp) , and 

L ■ 10"*6 H we find that C - 10"3 K sec.  Note that the cur- 

rent sensitivity quoted above corresponds to a flux sensi- 

tivity of only about 10"3 $Q, where $Q = 2.07xl0~
15 weber is 

the flux quantum.  The best SQUID1s to date, when operated in 

a well shielded environment, have demonstrated a noise 

power density that yields C - 10  Ksec.  For our SQUID 

at its best, the action factor is C - 5xl0""5 Ksec.  We expect 

that better shielding would yield a lower value. 

Equation (3-10b) shows that the minimum noise temper- 

ature of a given SQUID amplifier is directly proportional to 

the bandwidth over which that minimum is available, and that 

the minimum noise temperature is independent of source resis- 

tance so long as iT is kept constant.  Thus if a SQUID amp- 

—5 lifier is capable of a 10  K noise temperature with xT = 1 

second, it is also capable of a 1 K noise temperature with 

TT = 10"*5 second.  If TT is specified, then (3-10b) speci- 

fies TN(0).  One is left, then with the problem of recon- 

ciling a given source resistance with the TT required by a 
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desired value of TN(0). This can be done within limits 

either directly by physically changing the coil L or indir- 

ectly by using impedance matching transformers, as described 

in the next section.  In practice, however, L and the trans- 

former turns ratio cannot be varied continuously but are 

chosen so as to put TT and TN(0) more or less in the desired 

range. Once L and the transformer are fixed, TN(0) is pro- 

portional to Rs.  Specific contours of TN((o) are discussed 

later. As we shall see it is possible to get noise temp- 

eratures in the sub-Kelvin regime even at source resistances 

in the tens of ohms range by using transformers. Above ten 

ohms conventional room-temperature amplifiers with noise 

temperatures in the liquid helium temperature range are 

available, although unlike SQUID amplifiers, they have very 

poor performance at very low frequencies. 

D.  Impedance Matching Transformers 

As indicated above, impedance matching transformers play 

an important role in extending the range of source impedances 

over which SQUID amplifiers can be profitably employed. The 

function of the transformer can be viewed in two equivalent 

ways.  One can view the transformer as stepping the imped- 

ance level of the source down (or up) to a level at which, 

for a given L, TT and TN(0) are in the desired range.  Al- 

ternatively one can view the transformer as stepping up (or 

jJÜmMjflliihfrlittMrtflMinimi'^i iiirwfci i -■■'-"-■— -  --* 
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down) the effective inductance of the SQUID coil.  In any 

case, for a perfect transformer TT = (Np/Ns) L/Rs, where 

Np/Ns is the primary to secondary turns ratio of the trans- 

former and (3-10b) remains valid if TT is taken as the loop 

time constant with the transformer present.  In practice 

transformers are not perfect, but if reasonable care is taken 

in constructing the transformer, (3-10b) remains valid where 

the action factor C is increased roughly by a factor of two 

as shown below. 

To analyze the operation of the transformer in detail 

consider the SQUID coil L coupled to the bridge circuit 

through a  transformer with mutual inductance M1, pri- 

mary inductance Lp and secondary inductance Ls.  No resis- 

tance need be considered, even at dc, since only supercon- 

ducting components are involved.  By elementary circuit 

analysis a current Ip in the transformer primary produces a 

current Ig in the secondary given by 

M' Ls 
Is = "Ip   = -ID k'a   (3-11) 

L + Ls     
P    L + Ls 

where a = (L /Lg)1'2 and k' is the coupling coefficient of 

the transformer. The effective inductance seen by the cur- 

rent Ip is 

Jeff = a2 L (  — )   [1  + (1 - k»2)Ls/L] .      (3-12) 
L + LQ 

WM^IMHi 
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For an ideal transformer in which k' - 1 and LS>>L, <x=Np/Ns 

and Leff=(Np/Ns)
2L. 

When a superconducting transformer is used in the cir- 

cuit of Fig. 6, the expression for the noise temperature 

becomes 

TN(«) 
^n^S 

2   (1 + a)2!2) 

4kBa2  k'    (LS/[L+LS])2 

<:Ln2>Rs 
(3-13) 

4k B 
(1  + u)2T2)   f(k',L/Lg) 

which is the same result found before, in (3-10a), but with 

a correction factor f(k',Ls/L) = (1+L/LS) (l+[l-k
l2]Ls/L)/k'

2 

that accounts for the non-idealities of the transformer. 

For fixed k', the function f has a minimum for L/L_-/(l-k'2), 

Thus, in order to achieve optimal performance one not only 

wants to make k* as close to unity as possible, but one also 

must have Ls ~ L(l-kl2) ~V2 m    For real transformers, where 

with care 0.9<k'<0.95, f is nearly optimized for values of 

L/Ls in the range 0.25<L/LS<0.65.  Moreover, under these 

conditions 2.0<fOpt<2.5 .  Thus the requirements for optim- 

ization are not demanding, and useful design formulae when a 

tra sformer is used are: 

C E TN(0)TT = 2.25 
<in

2>L 

4k B 
K sec (3-14) 
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2.25<in
2>RG      0  0 

TM(w) *  - - (1 + C/T-/)     K (3-15) 
4kB 

3.2  CONSTRUCTION AND PERFORMANCE OF SQUID AMPLIFIER AND 

SUPERCONDUCTING TRANSFORMER 

A.  Construction 

A SQUID amplifier divides naturally into two parts: the 

bridge circuit and impedance matching transformer operating 

at low temperatures, and the conventional electronic circuits 

at room temperature used to process the SQUID signal and 

generate the feedback current.  Except for the transformer, 

which is described in detail below, the construction of the 

low temperature circuitry is straightforward.  The null det- 

ector is made by placing a supercondcuting coil in the sens- 

ing area of a SQUID magnetometer.  For application with high 

source resistances, this coil should be as large as possible 

consistent with good coupling to the SQUID.  For our system 

we used a 70 turn single-layer coil wound using 0.01 cm 

niobium wire on a 0.2 cm diameter coil form.  The self induc- 

tance of this coil was 1.0 microhenry.  The SQUID was a 

standard double-hole Zimmerman-type rf SQUID.   For test 

purposes Rg and Rp were constructed using short lengths of 

various types of alloy wire whose lengths were chosen so as 

to obtain resistances in the range 10  to 1 ohm.  Test sig- 

nals were generated by driving Rg with a current source.  The 

liMirirtni -    mammm 
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null detector and associated low-temperature circuitry were 

enclosed in a superconducting lead shield and immersed 

directly in the liquid helium. Further shielding was pro- 

vided by two concentric mu-metal shields that surrounded the 

entire liquid helium dewar system. Although all low-fre- 

quency signals entering the dewar were routed through low- 

pass filters, the radio-frequency shielding was not comp- 

pletely adequate for operation outside a screened room, and 

the performance of the SQUID suffered accordingly.  Well 

shielded or not, the null detector circuit is quite standard 

and similar to that used widely in voltmeter applications. 

It is the room-temperature electronics and the impedance 

matching transformer which must be carefully designed to 

achieve wide-band, low-noise performance. 

Most SQUID voltmeters incorporating feedback have been 

restricted to dc applications by instabilities in their 

feedback loops.  However, the SQUID amplifier modeled in 

Fig. 8 is completely stable, since at no frequency is the 

loop gain unity or larger with a phase shift of 180 degrees. 

Real SQUID voltmeters, with real instabilities, then, are 

not perfectly modeled by Fig. 8:  they have additional phase 

shifts introduced at various points in the room temperature 

electronic circuits which are not accounted for in the model. 

These additional phase shifts typically arise from the tuned 

circuit at the front end of the lock-in amplifier.  Further, 

ÜA^MMtt 
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many commercial lock-in amplifiers have more than a strictly 

6 db per octave roll-off in their output amplifiers, and 

there is an extra phase shift associated with this faster 

roll-off.  Finally, capacitive feed-throughs used as rf 

filters on cryostat leads may also introduce unwanted phase 

shifts.  If bandwidth is to be preserved, it is necessary to 

control these stray phase shifts with carefully designed and 

selected electronics. 

The schematic of a SQUID amplifier found to be adequately 

free of instabilities is shown in Fig. 10.  In order to 

minimize stray phase shifts this circuit incorporates a bal- 

anced mixer rf detection scheme, which allows low-noise det- 

ection without tuned circuits, and a wide-band lock-in amp- 

lifier. This home-made lock-in has an input amplifier that 

is flat from a few kilohertz to nearly one megahertz and 

therefore is free of significant phase shifts in the 10 to 

100 kilohertz range. Moreover, the output section of the 

lock-in is a broadband operational amplifier set up as a 

low-pass filter with a strictly 6 db per octave roll-off. 

The time constant of this roll-off is adjustable in steps 

from l.SxlO"1 to 1.5xl0"5 second.  There is also a switch 

to change the op-amp from its usual low-pass filter function 

to an integrate function for high accuracy, low-frequency 

applications. An external audio oscillator drives the SQUID 

and provides a reference for the lock-in amplifier. This 
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system was found to be free of instabilities and described 

very well by the amplifier equivalent circuit analyzed in 

section 3.1. The detailea comparison of the expected and 

observed performance is presented later in this section. 

While careful attention to the room temperature elec- 

tronics is necessary for wide-band performance, the super- 

conducting impedance matching transformer is the key to the 

excellent noise performance of SQUID amplifiers at any but 

the lowest source resistances.  Considerable effort was 

expended on building a transformer with good performance. 

The theoretical considerations involved in the design of 

these transformers were described in section 3.1 D.  Here 

we discuss the practical design considerations and the actual 

construction. A. satisfactory transformer design is shown in 

Fig. 11.  It is an "air core" transformer in which good 

coupling between the primary and the secondary is obtained 

by means of a flux conduit formed by a superconducting 

sheath wrapped around the transformer windings as shown. 

Because of the perfect diamagnetism (Meissner effect) of the 

sheath, the flux produced by the transformer coils is con- 

strained to pass through the tube formed by the sheath, 

assuring good coupling between primary and secondary.  It is 

important that this sheath be singly connected, since if it is 

multiply connected, circulating currents that cancel the 

flux produced by the windings will be induced, thereby 

^HflflMl—ÜiiHn I   !■*,..    ■ 
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Fig. 11 Construction details of the superconducting 
impedance matching transformer. 
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hindering transformer action. 

Our most successful transformer, constructed as descibed 

above, had a 1439-turn, two layer primary and a 30 turn, 

single layer secondary. The primary was wound using 0.01cm 

Nb-Ti along the entire length of a 1.27 cm diameter by 7.6 cm 

long phenolic tube.  The secondary, also 0.01 cm Nb-Ti wire, 

was a shorter coil wound tightly over the primary as shown 

in Fig. 11.  The superconducting sheath was formed by winding 

two complete layers of 0.0025 cm niobium foil around the 

entire length of the transformer.  Insulation between the 

layers was provided by a 0.0025 cm thick mylar sheet.  The 

current gain of this particular transformer, v;lior coupled to 

the one microhenry SQUID coil, was 22, and the coupling con- 

stant was measured to be 0.9.  The primary self-inductance 

was approximately 4x10  henry; the secondary self-induc- 

tance was approximately 5xl0~6 henry;  and the effective 

inductance of the primary when the transformer was coupled to 

the SQUID was about 7x10  henry.  All these parameters are 

self consistent in view of the theory presented in section 

3.1.  Also, according to that theory, this transformer would 

have been better optimized if the secondary self-inductance 

were 3x10"° instead of 5xl0~6 henry.  Possible improvements 

would be the inclusion of a high permeability core for 

larger current gains and the incorporation of taps along the 

primary to provide versatility in impedance matching. 
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Using this transformer we have achieved a 4 K noise temper- 

ature over a two-hundred hertz bandwidth with a one ohm 

source impedance.  Improved rf shielding or operation in a 

screened room should improve this noise temperature by more 

than an order of magnitude. 

B.  Performance 

Both experimental and theoretical transfer function amp- 

litudes are displayed in Fig. 12.  The fit, with no adjus- 

table parameters, is quite good, aven for the high-Q sit- 

uation. The quality of the fit indicates that the feedback 

circuit is modeled very well by the block diagram in Fig. 8, 

and that (3-6) and (3-10) may be used with confidence to 

control and predict the characteristics of the SQUID ampli- 

fier. Notice that the lower loop gain corresponds to the 

lower Q transfer function.  The loop gain was restricted to 

these low values for the parameters given in the figure by a 

requirement for broad bandwidth with a minimum Q.  The Q 

derived from the model is Q2 = F(0)G(0)TA/TT, under the 

usual conditions that TA << TT and TT >> G(0)F(0)TF.  Hence, 

if we require that Q = 1, we have a reciprocal relation 

G(0)F(0)TA = TT between the loop gain and TA.  If T, were 

smaller, more gain could have been used while not increasing 

Q, but this would have required a lock-in whose output amp- 

lifier could handle the larger dynamic range required due to 
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the extra noise bandwidth. Hence, for the curves shown we 

were restricted to relatively low loop gain by the dynamic 

range of the lock-in amplifier. This is not a fundamental 

limit, however, since with a better lock-in there would be 

nothing to prevent a bandwidth out to 1/ip. 

Just as the transfer function of the SQUID amplifier 

follows closely the predictions of the model, so does the 

output noise spectrum. This spectrum may be written in 

terms of the noise temperature given by (3-8) in section 

3.1: 

<VN
2>1/2 = [(4kBRT(TN(a>) +T)]1/2    volts/Hz1/2 

where T, the helium bath temperature, is the temperature of 

the source resistance and Rp. This formula predicts a 

spectrum with a flat low-frequency region followed by a 6 db 

per octave rise through the pass band defined by the transfer 

function,(3-6), and this behavior is precisely what is 

observed, as shown in Fig. 13. Note that the flat, low- 

noise region exceeds the intrinsic low-noise bandwidth gov- 

erned by 1AT by a substantial amount because for the case 

shown the amplifier noise temperature at low frequencies is 

substantially below T.  If RT is known and the noise spec- 

trum is measured, the amplifier noise temperature may be 

calculated from the formula above and contours plotted as a 
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function of frequency and source resistance. These noise 

contours, crucial for choosing between amplifiers, are shown 

in Fig. 14.  The contours plotted in this figure were calcu- 

lated from (3-10) with empirical verification at several 

points.  The action factor, C, that these curves imply is 

about 2x10  K sec. This figure was achieved without a 

transformer; when a transformer was used C was found to be 

larger by an order of magnitude, rather than the factor of 

two expected on the basis of (3-15) .  This degradation was 

caused, we believe, by inadequate shielding of the trans- 

former and we fully expect a well shielded SQUID amplifier 

to be characterized by a value of C of 10""^ K sec or less. 

i 

3.3  COMPARISON WITH CONVENTIONAL AMPLIFIERS 

We have shown so far that SQUID amplifiers have a list 

of desirable characteristics for low temperature, low imp- 

edance applications, but we have not yet shown over what do- 

mains these characteristics provide performance superior to 

that achieved with conventional semiconductor technology. 

Perhaps the best way to outline these superior domains is to 

make a direct comparison to a potentially competing conven- 

tional amplifier.  To our knowledge the best such amplifier 

is the Princeton Applied Research (PAR) Model 185.  This 

comparison will cover three broad areas:  frequency response, 

characteritic impedance levels, and noise.  It is important 

m 
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to clearly state the conditions under which comparisons are 

made and to realize that different conditions can lead to 

different conclusions.  Since the potential applications of 

SQUID amplifiers are at low impedance, we will first assume 

that both the SQUID and   PAR 185 amplifiers are coupled 

through appropriate ideal transformers to handle a one ohm 

source resistance. We may then compare the frequency re- 

sponse directly; the impedance levels indirectly through the 

required transformer characteristics; and noise using noise 

temperature as a parameter. Noise temperature, rather than 

noise figure, is the most convenient parameter for this 

comparison since the two types of amplifiers operate at 

different temperatures and a given noise figure means dif- 

ferent things at different temperatures. 

If we restrict the comparison to our present imperfectly 

shielded experimental SQUID amplifier and the PAR 185 

commercial amplifier, each coupled with an appropriate 

ideal transformer to a one ohm source resistance, we may 

state broadly that the PAR 185 is a broad-band, high imp- 

edance, 0.6 K instrument, while the SQUID amplifier is a 

narrow-band, low impedance, 10  K device.  The noise per- 

formance and impedance levels are indicated in Figs. 14 and 

15, while frequency response, assuming ideal transformers, 

may be taken to be the manufacturers rated megahertz for the 

PAR 185, and several kilohertz for the SQUID amplifier.  The 

IMMJMflJWlim  ^i^^^^i^ . -  MJ 
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noise temperature contours in Figs. 14 and 15 indicate that 

for low-noise operation with a source resistance of an ohm or 

so, a 1:1000 turns ratio is necessary for 0.6 K operation of 

the PAR 185, which is indicative of the high input impedance 

of that amplifier, while only a 30:1 turns ratio is neces- 

sary for a 0.5 K noise temperature for the SQUID, which sim- 

ilarly follows from its low impedance nature.  The PAR 185 

is incapable of providing a lower noise temperature than 

0.6 K whatever turns ratio is used, while the SQUID amplifier 

is potentially capable of 10"6 K performance over some small 

bandwidth with a 1000:1 turns ratio.  Hence, if ideal trans- 

formers were available, the PAR would be superior to the 

SQUID for source temperatures down to ^0.6 K because of its 

broader bandwidth. Below 0.6 K, however, the SQUID is un- 

matched by any conventional amplifier. 

If we remove the unreasonable assumption of ideal trans- 

formers, the SQUID becomes superior to conventional ampli- 

fiers even above 0.6 K. To provide a 0.6 K noise tempera- 

ture at one ohm the PAR requires a 1:1000 transformer.  Such 

transformers are difficult to wind in any manner approaching 

the ideal over a broad bandwidth.  In practice because of 

these nonidealities the frequency response of the conven- 

tional high impedance amplifier will drop to a few kilohertz 

at best and the minimum achievable noise temperature may rise 

slightly due to noise in the non-ideal transformer.34 Since 
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the SQUID requires only a relatively small 30:1 ratio trans- 

former, and since transformers of this size may be wound to 

approximate the ideal over at least several kilohertz, the 

SQUID'S frequency response will not suffer to any large 

degree and performance at less than 0.6 K is still easy to 

achieve. Further, the SQUID'S excellent performance near 

zero hertz is unchanged when using superconducting transfor- 

mers. Hence, for a one ohm source impedance coupled through 

real transformers the SQUID has a bandwidth comparable to 

the PAR, with much better noise performance and unhindered 

zero frequency characteristics. 

An additional important way to compare the two amplifiers 

is to couple them without transformers and map out their 

performance.  If we refer to Figs. 14 and 15 and read noise 

temperature from the contours at the frequency for each amp- 

lifier that provides the best noise performance at a partic- 

ular source resistance, we derive the graph in Fig. 16. 

This graph displays clearly the gulf between the two amp- 

lifier technologies.  Semiconductor technology provides good 

noise performance at the megohm level, while the supercon- 

ductor technology provides excellent noise performance at 

the milliohm level and below. The gulf between these two 

regions, centered around 30 ohms, may be traversed only with 

the use of transformers.  It is evident, then, that although 

a SQUID amplifier is not ideally suited to every helium 
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temperature application, it does provide a versatile and 

very low noise complement to conventional technology for 

low impedance applications. 
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CHAPTER FOUR:  DUALITY AND NOISE 

The complementary relationship between SQUID and conven- 

tional amplifiers is in fact quite formal:  the two are 

duals. This duality puts into perspective both the previous 

chapter on SQUID amplifier characteristics and some pioneer- 
o 03 

ing work of Newhouse0'  on cryotrons. We show in this 

chapter that metal-oxide-semiconductor field-effect tran- 

sistor (MOSFET) electrometers are precisely dual to super- 

conducting magnetometers; that superconducting voltage amp- 

lifiers are dual to MOSFET current amplifiers; and that the 

noise characteristics; of one device are dual to the noise 

characteristics of the other. The duality principle then 

suggests that the action factor discussed here and by others 

in the context of superconducting amplifiers^#33 aiso 

applies to high impedance conventional amplifiers. However, 

the same principle means that the action factor is not a suf- 

ficient characterization of SQUID1s, and that a minimum 

noise temperature and an associated optimum source resistance 

are other necessary characterizations. 

4.1 Duality 

Two electrical networks are said to be duals of one 

another if they obey identical equations, but with the roles 

of current and voltage reversed. Dual networks may be 

ÜMftMlfcgiriiiiiii 11     i     ^ .»■ ^-i   mu 
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recognized or generated by inspection if certain rules are 

followed:  if a given network contains resistances, induc- 

tances, capacitances, and voltage and current sources, the 

dual network contains respectively conductances, capaci- 

tances, inductances, and current and voltage sources. 

Further, a parallel combination of components in one net- 

work is replaced by a series combination of dual components 

in the dual network (in other words, the dual to an imp- 

edance is an admittance), and, correspondingly, a series 

combination is replaced by a parallel combination. For 

example, a resistive voltage divider network is the dual of 

a conductive current divider, and a parallel R-C filter is 

dual to a series G-L filter, where G is a conductance. 

If we refer to Fig. 17 and apply the same ideas to the 

input circuit of a conventional high impedance semiconductor 

amplifier (Fig. 17a) we obtain the input circuit to a low 

impadance amplifier (Fig. 17b) with a set of unusual proper- 

ties. First, it is current sensitive, rather than voltage 

sensitive. Where stray capacitance,Cs, is important in 

Fig. 17a, a stray inductance, Ls is important in Fig. 17b. 

Where the high impedance amplifier may be limited by a para- 

sitic parallel resistance, which ideally should be infinite, 

the low impedance amplifier is limited by a parasitic series 

conductance, which, again should ideally be infinite.  The 

high impedance amplifier depends on capacitively coupling an 



47 

Cs X       R. 
1 cans 

E  Sensing Devices 

(FET) 

(o) 

I •- 1 a 
B  Sensing Device 

y        (SQUID) 

i ■ 
(b) 

Fig. 17  a)  Lumped MOSFET input circuit model 
MOSFET input circuit. 

Dual to 

L~K 



68 

electric field to a suitable sensing device, while the low 

impedance amplifier depends on inductively coupling a mag- 

netic field to a suitable sensing device. Finally, each 

circuit functions as a low pass filter (they obey identical 

differential equations) where the high impedance circuit has 

a time constant T = RCr while the dual circuit has time con- 

stant T = GL. The high impedance circuit presented in Fig. 

17a is a good description of a MOSFET amplifier, and its 

dual in Fig. 17b is a good description of a SQUID amplifier. 

This correspondance is not unique, however, since vacuum 

tubes would qualify as high impedance amplifiers described 

by Fig. 17a, while cryotrons or single Josephson junction 

devices would be well characterized by Fig. 17b. 

A. Flux and Charge Transporters 

Dualxty between two devices means that concepts developed 

for one can be applied in dual form to the other. As an 

interesting example of this principle, we show that the flux 

transporter35 used to couple SQUID magnetometers to a field 

to be measured, has a dual in FET electrometers. A flux 

transporter consists of two superconducting inductors con- 

nected in a loop with superconducting wire.  One coil, say 

L-j^, is coupled to the unknown field, and the other, 1^, is 

coupled to the SQUID magnetic field sensor.  Since the total 

number of flux linkages in such a multiply connected config- 
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uration of superconductors must be conserved, a change in 

the field applied to L^ is reflected as a change in the 

field produced by L2.  If N. and N2 are the number of turns 

in coils 1 and 2 respectively, and $, and 4> are the net 

magnetic fluxes, then the conservation of flux linkages 

requires 

Nl^1  + N2$2 = 0 (4-1) 

where we have assumed an initial state of zero flux in each 

coil.  But if $a is the flux applied to L^ and I is the re- 

sulting current flowing in the transporter circuit, then the 

flux in each coil can be written 

$x = $a + ILi/Nx (4-2a) 

$2 = IL2/N2 (4-2b) 

Equations (4-1) and (4-2) are sufficient to solve for $2 in 

terms of $_ with the result 

Nl      L2 
*2 = $a   <4~3) 

N2    LX  + L2 

Hence if the SQUID sensor cannot be placed directly in the 

field, the field can be transported from L-^ to L2 with the 

SQUID coupled to L2. 
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The flux transporter works by conserving flux linkages, 

and its dual may be found by finding the dual to flux link- 

ages.  But the flux linkages are given by N$ = LI, so the 

dual quantity must be total charge:  Q = CV, since C and L 

and V and I are duals.  Indeed, if a field is applied to one 

of two parallel capacitors a proportional field will be 

induced in the other capacitor due to the conservation of 

total charge.  Let the capacitor coupled to the unknown 

field be C, with area A,, and the other, coupled to the elec- 

trometer, be C2 with area A~.  Then, if D-, and D2 are the 

electric displacement fields associated with each capacitor, 

the conservation of total charge means that 

A1D1 + A2D2 = ° <4~4) 

where we have assumed an initial state of zero charge on 

each capacitor.  But if D  is the field applied to C,, and V a JL 

is the resulting potential drop across the transporter cir- 

cuit, then the field in each capacitor can be written 

Dl = Da + VC1/A1 (4-5a) 

D2 = VC2/A2 (4-5b) 

Equations (4-4) and (4-5) are dual to (4-1) and (4-2), and 

may be solved for the dual to equation (4-3) 
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Al     C2 
D2 = - — D  1  (4-6) 

A2    C1  + C2 

Hence if the electric field sensor cannot be brought to the 

unknown field, the field may be brought to the sensor using 

the parallel capacitor charge transporter.  Since the gate 

of a MOSFET is one of the parallel capacitors in a charge 

transporter, we conclude that there is complete duality 

between the input circuits of SQUID magnetometers and MOSFET 

electrometers. 

B.  Current and Voltage Amplifiers 

Not only are SQUID magnetometer and MOSFET electrometers 

dual, but the circuits that emply them to measure currents 

or voltages are also dual.  The simplest such circuits, in 

which the MOSFET amplifier is used to measure voltage, and 

the SQUID to measure current, were shown to be duals at the 

beginning of this chapter.  However, by using feedback, the 

roles of the two amplifiers can be reversed, so that the 

MOSFET can be used to measure currents, and the SQUID to 

measure voltages.  The standard MOSFET current amplifier 

circuit is shown in Fig. 18a and its dual, the SQUID volt- 

meter circuit in Fig. 18b.  In the FET circuit the current 

to be measured, Ig, is shunted by its own source resistance, 

Rs.  This source resistance is usually so large that * stray 
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capacitance, Cs, must be considered for all but the lowest 

frequencies,  similarly, in the SQUID circuit, the voltage 

to be measured, V , is in series with its own source COndUC- 

tance, Gg, which is typically so large that the series stray 

inductance, Lg, must be considered for a valid frequency 

response analysis.  In the current amplifier the MOSFET is 

modeled as a voltage controlled current source with trans- 

conductance g .  The output current is converted to a volt- 

age by RL, and then further amplified by the remaining stages 

in the amplifier, and the output voltage V is fed back 

across a large resistor, Rp, to the input circuit.  The 

SQUID in the other circuit is described by exactly dual 

language:  the SQUID is modeled as a current controlled 

voltage source with transresistance ß.  This voltage source 

is amplified by succeeding stages of electronics and the 

final output current IQ is fed back through a large con- 

ductance, Gp, to the input circuit. 

In the MOSFET circuit the servo functions by keeping the 

voltage across the MOSFET input capacitance, C^, as close to 

zero as it can.  The input current that would ordinarily 

charge up the capacitor is nulled by a feedback current 

through Rp,  The servo loop in the SQUID circuit behaves 

exactly the same way.  It keeps the current through the 

SQUID input inductance, L±,   as close to a null as it can. 

The input voltage that would without feedback drive a cur- 
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rent through the inductor is nulled by a feedback voltage 

across Gp.  Just as it is desirable in the MOSFET circuit to 

make the feedback resistance Rp much larger than Rg to mini- 

mize the extra current noise originating in Rp, it is desir- 

able in the SQUID circuit to make the feedback conductance 

G„ much larger than Gg to minimize extra voltage noise. 

Note that in each circuit we have drawn in the stray capac- 

itance or inductance associated with the large feedback 

resistance or conductance.  Finally, if the amplifier chain 

in each circuit has enough gain, the output voltage of the 

MOSFET current amplifier will be VQ = IgRpr 
and tne output 

current of the SQUID voltage amplifier will be IQ = VgGp, 

each equation valid only for low frequencies.  Every detail 

of operation in one circuit, then, has its dual in the 

other. 

Now if we compare the SQUID circuit generated above to 

the circuit considered in Chapter Three, and drawn schemat- 

ically in Fig. 7, we see that they are in fact one and the 

same circuit.  Therefore, by duality,•every detail discussed 

in Chapter Three in the context of SQUID voltage amplifiers 

should apply also to MOSFET current amplifiers, and all that 

is known about MOSFET current amplifiers must also apply to 

the SQUID voltage amplifier.  For example, it was shown in 

the previous chapter that the noise contours for the SQUID 

amplifier are independent of feedback, so that the same 
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contours describe both the SQUID voltage amplifier and the 

SQUID current amplifier. The same rule must then apply to 

the MOSFET amplifier: identical noise contours apply to the 

amplifier whether it is used for amplifying current or 

voltage. Duality, then, can be useful in extending our 

understanding of both types of amplifiers, and we next 

explore its implications for the most important aspect of 

any amplifier:  its noise characteristics. 

4.2 Noise 

The noise performance of a high gain amplifier is a fund- 

amental property of that amplifier, and the duality that 

exists between the input circuits of superconducting and 

MOSFET amplifiers means that the noise characteristics of 

the two amplifiers should also be dual. Noise performance 

is fundamental because it is esse f;ially independent of 

transfer function characteristics.  It is not ordinarily 

affected by succeeding stages of amplification or by feed- 

back.  The transfer function is not a- fundamental character- 

ization of an amplifier because it is determined by the 

interaction of all stages and feedback.  Hence, in comparing 

the performance of two amplifiers it must be remembered that 

transfer functions can be manipulated over wide ranges while 

the noise characteristics, defined as noise figure, noise 

temperature, or signal to ncise ratio, cannot.  MOSFET 
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amplifiers have been characterized by a minimum attainable 

noise temperature,36 TNmin' and an associate<* optimum source 

resistance, Ropf  
Tne SQUID amplifier, presented in Chapter 

Three was characterized by the action factor, C = TN(0)T. 

It would then appear, superficially, that a direct comparison 

between the two types of amplifiers would be difficult. 

However, since the two amplifiers are duals, this super- 

ficial conclusion is wrong, and it must be that all three 

noise parameters apply to both amplifiers, so that a com- 

parison is simple. 

A.  Comparison of MOSFET and SQUID Amplifiers 

A direct comparison of the two types of amplifiers could 

not be simpler: all of the analysis of the noise temperature 

of the SQUID amplifier done in section 3.1C applies in dual 

form to MOSFET amplifiers as well.  In particular, the noise 

temperature equation, (3-9) , is valid for both.  We rewrite 

(3-9) below for SQUID'S replacing the source resistance used 

in 3.1C with reciprocal source conductance, to be consistent 

with notation of the present chapter.  With the further 

assumption that Gs - GT, we have for SQUID
1s 

<e 2>Gq  <in
2>d + w2TT

2) 
T <«)*_£ Ü+—Ü 1_   .       (4-8) 

4kB 4kBGs 

By duality we can immediately write down the noise temper- 
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ature for a MOSFET amplifier in terms of current and voltage 

noise generators: 

<:Ln2>RS  <en2>(1 + W2TT2) 

4kB 
4k
B
RS (4"9) 

These two equations generate respectively the two sets of 

noise contours for the SQUID and MOSFET amplifiers plotted 

in Figs. 14 and 15.  The  difference  between the two sets 

of contours is that the voltage noise generator in the SQUID 

is apparently negligible, which accounts for the SQUID's 

very low noise temperature at low frequencies and at low 

source resistances.  It is appropriate to point out here, 

however, that the voltage noise generator in the SQUID input 

circuit will not be identically zero: there are dissipative 

events that can occur in the superconducting input circuit 

such as ac losses or phase slip events that will lead to a 

very small but finite voltage noise contribution.  Further, 

the feedback resistance, if not negligible compared to the 

source resistance, will contribute substantial voltage noise, 

so the voltage noise generator in the SQUID amplifier can be 

neglected only with caution. 

We found in Chapter Three that the SQUID noise temper- 

ature contours were characterized by a constant product, 

C = TN(0)T, the action factor, with the condition that the 

voltage noise source could be ignored. We see now, from 
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(4-9) that the same will be true for the MOSFET with a low 

source resistance so that the current noise source can 

be ignored.  From (4-9) we have, for a MOSFET amplifier: 

C E  TN(0)TT =<en
2>CT/4kB  , <en2> > <in

2>Rs
2 

(4-10) 

where CT is the total input capacitance of the MOSFET amp- 

lifier, and TT = Rg
CT'  For the PAR ***5 amplifier, the value 

of the action factor is about 10~5 K sec, which is comparable 

to the value quoted for the SQUID amplifier in section 3.1C. 

Not only does the action factor apply to both amplifiers, 

but the absolute minimum noise temperature that is obvious 

in the noise contours of the MOSFET amplifier in Fig. 15 

also characterizes the SQUID.  If we differentiate (4-8) 

with respect to source conductance, bearing in mind that 

TT -  GgLT, we find that the noise temperature for the SQUID 

amplifier has a minimum: 

<eni > 1 + (1 + u)2Tn
2)2 

2kB   2/(1 + W
2
T0

2
) 

at an optimum source conductance: 

3   (co) = _ü_ (1 + u^ToV1/2 (4-12) 
P      lenl 

where x0 = GQ t(0)LT. These formulae are precisely dual to 
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the usual formulae used to describe the noise in MOSFET 

amplifiers. Again, the only distinction between the two 

amplifiers is that the voltage noise source in the SQUID 

amplifier is very small, while the current noise source in 

the MOSFET amplifier is not.  (Of course, as en goes to 

zero, TNm^n goes to zero and Gopt goes to infinity.)  The 

only feature missing from this analysis is flicker noise, 

which generally has a spectrum resembling 1/f in form.  It 

is this ubiquitous type of noise that is responsible for 

the closing of the contours evident in the left hand side of 

Fig. 15, foi the MOSFET amplifier.  Flicker noise seems to 

be less of a problem for the SQUID amplifier but it must 

inevitably become important at some low enough frequency. 

B.  Basis Parameters for Noise Contours 

Except for flicker noise, the noise of both MOSFET and 

SQUID amplifiers is determined by only three parameters: en, 

in, and the input reactance of the amplifier (by reactance 

we mean the total inductance of the SQUID amplifier input 

or the total capacitance of the MOSFET amplifier input).  The 

noise is determined by these parameters since they are the 

only independent parameters in the noise temperature 

equations, (4-8) and (4-9) .  ( The input reactance comes 

into these two formulae implicitly through the time constant, 

TT,)  The only other variables in these equations are the 
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source impedance and the frequency which are usually deter- 

mined independently of the amplifier.  We may say, then,that 

the two noise sources and the input reactance form a basis 

for describing the noise characteristics of the amplifier. 

However, the minimum noise temperature, the optimum source 

impedance, and the action factor, also form a basis for a 

complete description of noise in both MOSFET and SQUID amp- 

lifiers.  Moreover, this basis, which we call the noise temp- 

erature basis to distinguish it from the noise source basis, 

is extremely convenient to use. 

The parameters of each basis can be derived from those 

of the other.  For the MOSFET amplifier 

TNmin<°> - 

<en1n> 

2k 

TN(0)TT = 

B 

<e 2>Cm n  T 

4k B 

(4-13a) 

(4-13b) 

and 

Ropt<°> - 
~ni 

Lni 

(4-13c) 

<en > = 2kBTNmin(0)Ropt(0) (4-14a) 

<in
2> = 2kBTNmin(0)/Ropt(0) (4-14b) 

i iirinniWTtoHlll mtm 
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CT = 2 
TN(0)TT 

T    (0) R   (0) 
Nmm    opt 

(4-14c) 

We conclude, therefore, that the two bases are completely 

equivalent.  Of course, the same equations and conclusions 

must be  true in dual form for SQUID amplifiers. 

The noise temperature basis offers several advantages 

over the noise source basis.  First, its parameters are real 

and measurable, while the noise sources themselves have a 

degree of arbitrariness depending on exactly where in the 

input circuit they are place.  Second, the noise temperature 

basis provides more useful information without ancillary 

calculations than is provided by the noise source basis. 

That is, in using any amplifier, the first thing that must 

be known for sensitive operation is the most  favorable 

impedance level, which is given immediately by ROPf  Then, 

TNmin(0) will tell you if the amplifier is capable of 

resolving Johnson noise from the source resistance at a 

given temperature.  Finally, if it is possible to trade 

off servo bandwidth for sensitivity, the action factor tells 

you immediately how Tar you can go.  By contrast, the 

noise source basis provides only gross voltage or current 

level information, and makes no direct comparison to the 

Johnson noise of the source without calculations.  Finally, 

two of the three quantities in the noise temperature basis 

are transformer invariant, while none in the noise source 
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basis are.  If an ideal transformer is interposed between the 

input of an amplifier and the source, only R  , in the noise 

temperature basis is changed, while all three parameters in 

the noise source basis are modified by the transformer.  In 

other words, en, in, and CT ( for a MOSFET amplifier) are 

all changed when they are referred tc the primary of the 

ideal transformer attached to the input, but they change in 

just such a way that T,, . (0), and T (0)TT remain unchanged 

while RODt(0) transforms as the square of the turns ratio of 

the transformer, as in the usual ideal transformer impedance 

transformation. Hence, the noise temperature basis reveals 

the utility of transformer inputs in a most elegant manner. 

4.3 Perspective 

Since both SQUID and MOSFET amplifiers have noise char- 

acteristics determined (apart from flicker noise) by all 

three noise temperature basis parameters, we may compare the 

two types of amplifiers directly, in tabular form.  Table 1 

lists values for all three parameters» the minimum noise 

temperature, the action factor, and the optimum source resis- 

tance for  typical SQUID and MOSFET amplifiers.  Notice that 

a minimum noise temperature has not been measured for a 

SQUID amplifier, and the upper limit quoted in Table 1 is 

derived from some careful noise temperature thermometry of 

37 Webb, Giffard, and Wheatley  .  Similarly the optimum source 

,  inn—WW#tffcm«»». II*H ■ m ■**—*- 
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TABLE 1 

Comparison of SQUID and FET Amplifiers 

Amplifier      TNmin        Ropt        Action Factor 

SQUID <1.6xl0~4   K <10"6  ohm ^10""5 K  sec 

PAR  185 0.5  K 106    ohm ^1<T5 K  sec 
(FET) 

A direct comparison of representative SQUID and FET 

amplifiers.  The limits on TNm^n and Ropt 
for tne SQUID 

were derived from reference 37.  It should be possible 

to make SQUID amplifiers with substatially lower 

action factors than 10~5 (Ref. 32) 
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resistance for the SQUID is only an upper bound based on 

reports in the literature. The small magnitudes of even 

these upper bounds are an indication of the small size of the 

effective voltage generator in the SQUID amplifier input 

circuit. The rest of the table bears out the general conclu- 

sions presented in section 3.3, where the two amplifiers 

were compared operationally:  either amplifier is suitable 

for sensitive measurements on sources at liquid helium temp- 

eratures, but the SQUID is best suited for small source 

resistances, while the MOSFET amplifier is best for large 

source resistances.  However, where the smallest noise temp- 

eratures are required, the FET amplifier is of limited use, 

while the SQUID amplifier is good down to at least 1.6xl0~4 K 

and possibly much lower.  The low flicker noise of the SQUID, 

not covered in Table 1, is an additional advantage at dc and 

low frequencies.  Notice that in terms of time constant- 

noise temperature trade-offs, as parameterized by the action 

factor, both amplifiers are about the same, and neither has 

the advantage. 

It is interesting to speculate on how small an action 

factor is possible in any amplifier.  Radhakrishnan and 

Newhouse-^ have already pointed out that the Heisenberg 

uncertainty principle sets a lower limit on this quantity of 

TN(0)TT > h/kß -   10   .  Radhakrishnan and Newhouse also 

compare the action factors for SQUID'S, SLUG'S, and several 

BjiirrriT^BirrngtWipr. ri ji 
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other types or room temperature and low temperature ampli- 

fiers.  It appears that their comparisons are valid, 

although SQUID'S have improved considerably since their 

article appeared.  The only points that Radhakrishnan and 

Newhouse do not make clear are that, first, the time con- 

stant that gees in,.o the calculation of the action factor 

must be the time constant of the input circuit without 

feedback, and second, that the action factor is not a com- 

plete  specification of the noise properties of the amp- 

lifiers.  We have shown here that a complete noise basis of 

SQUID and FET amplifiers, at least, requires two more par- 

ameters: the minimum noise temperature, and the optimum 

source impedance. 

The noise temperature basis provides an explanation of 

the distinction between SQUID and cryotron amplifiers, and 

in so doing, points out new directions for further develop- 

ment of Josephson linear amplifiers.  SQUID and cryotron 

amplifiers have been designed for different extremes in the 

noise-temperature time-constant trade off governed by the 

action factor.  Radhakrishnan and Newhouse have estimated 

the action factor to be about 10  K sec for the best 

cryotron amplifiers  , and judging by experiments done in 

this laboratory and in the literature, the best SQUID*s 

aro in the raige between 10  and 10" K sec, so that the 

two types of amplifiers have available about the same range 
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in which to trade sensitivity for bandwidth.  The differ- 

ence is that cryotrons have been optimized for the smallest 

input circuit time constant, while SQUID!s have been opti- 

mized for the smallest low frequency noise temperature. 

This distinction appears to be only an accident of 

history. Cryotrons were initially developed with computer 

applications in mind, and so were designed for the highest 

possible speed. Noise temperature was a secondary consider- 

ation since in digital computer applications the difference 

between the "on" and "off" signal levels of the device can 

be orders of magnitude larger than the noise of a device 

with even a relatively high noise temperature.  SQUIDfs, on 

the other hand, were initially developed for extremely 

sensitive static or quasi-static measurements in systems 

with relatively low source resistances.  The static nature 

of the measurements, along with the low source resistances, 

encouraged the use of long time constants, and resulted in 

extremely low noise temperatures.  These optimizations, then, 

are not unique, and one could design a cryotron or SQUID 

amplifier with arbitrary balances between noise temperature 

and input circuit time constant.  In particular there is no 

reason why a SQUID amplifier could not be designed with 

megahertz bandwidths and noise temperatures in the range of 

a few Kelvin. 
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In principle one need not design a new SQUID to realize 

a wide bandwidth with low noise:  an ideal transformer 

interposed between the SQUID and the source would do the 

same thing.  Such a transformer leaves the action factor 

unchanged, but does change the input circuit time constant 

by transforming the source resistance as discussed in 

section 3.ID.  Hence an ideal N:l transformer, with a current 

gain less than unity, would result in a wider bandwidth but 

higher noise temperature amplifier, for a given source 

resistance. The difficulty with this scheme, of course, is 

that transformers with near ideal characteristics are diffi- 

cult to construct over bandwidths of more than a few kilo- 

hertz, so that any :eal transformer used will limit the 

speed of the amplifier.  However wideband SQUID amplifiers 

may be designed with action factors as small or smaller than 

present SQUID amplifiers.  Such redesigned SQUID1s would be 

wideband low noise devices because they would need no trans- 

former. 

Wideband SQUIDfs may be constructed by making them 

smeller, and so reducing their self inductances. From 

(4-13c) and duality we may write 

<i 2>L   <*n
2> 

C ~  TN(0) TT = _2  =  2  (4-15) 
4kB    4kB k'LjL 

fMyWHiiwi" 
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where <<J>
n
2> = M^<in^> is the effective flux noise of the 

SQUID.  Here, M = k* (LipL-^) is the mutual inductance between 

the SQUID and the input circuit, LT is the self inductance 

of the input circuit, and L^ is the self inductance of the 

SQUID.  Changing the size of the SQUID changes L±  roughly 

in direct proportion to the dimension of the SQUID.  The 

coupling constant k'  may in principle be kept arbitrarily 

close to unity as the SQUID is reduced in size, so it 

remains to determine the scaling law for the flux noise as 

the size of the SQUID is changed.  Then we can determine 

how ehe action factor will change.  The flux noise, however, 

has no universal scaling law.  For rf SQUID1s the mean 

flux noise scales scales directly with the SQUID self 

inductance38  so that there would be no size dependence of 

the TN(0)TT product.  For dc SQUID's, however, the flux noise 

is independent of SQUID inductance provided the noise is 

predominantly due to the room temperature electronics.  For 

such a SQUID the action factor is increased as the SQUID is 

reduced in size.  For a dc SQUID dominated by self noise 

(noise generated by the SQUID itself) the mean square flux 

noise scales with < ie square of the SQUID self inductance, 

so the action factor improves as this type of SQUID is made 

smaller. 

Wideband SQUID amplifiers could then be made by cas- 

cading small dc SQUID's.  Cascading insures that the influ- 
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ence of the noise of the room temperature electronics would 

be postponed until later.  These small SQUID1 s would be 

designed with a minimum inductance, so that thin film 

integrated circuit technology should be appropriate, and 

the resulting integrated amplifiers could find use in 

high speed radiation detectors and the new breed of Josephson 

tunnel junction computer elements-^ now being developed. 

■I i i ii  
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PART II 

MICROCOMPOSITE WIRE 

CHAPTER FIVE:  INTRODUCTION TO SUPERCONDUCTING MATERIALS 

In Part I of this report we considered the application 

of superconductive devices to the problem of handling data 

and information in linear amplifiers; in Part II we consider 

the application of superconductive materials to the manip- 

ulation of energy on an industrial scale. We will briefly 

outline the history of superconductive materials from the 

efforts of H. Kamerlingh Onnes40 to the state of the art 

today, and then concentrate on an extension of the state of 

the art. This extension, which has yet to prove practical 

but has certainly proved interesting, is the process 

invented by C.C. Tsuei41'42'43'44'45 at the California 

Institute of Technology for producing a microcomposite 

superconductive wire. The bulk of Part II will then concen- 

trate on our measurements of the properties of wire made by 

Tsuei's process, and an interpretation of some of the 

results in terms that have been used to describe conductiv- 

ity in normal metal composites. 

5.1 History 

H. Kamerlingh Onnes realized soon after his discovery of 

superconductivity that superconductors could play an import- 
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ant role both in creating high magnetic fields and in 

carrying large currents with miniscule dissipation. The 

first efforts at winding high field solenoids were Onnes* 

Dut he was frustrated by a lack of theoretical understanding 

of the physics of superconductivity. Onnes found, for 

example, that an isolated section of Pb superconductor could 

carry very large currents, but when the same wire was wound 

into a solenoid the coil would go normal before even a 0.1 

tesla field was reached.  Onnes originally felt the problem 

was due to impurities in the material, but Silsbee46 pointed 

out that the problem was more fundamental; that the critical 

current and critical field of a superconducting wire are 

related. The critical current is that current required to 

make the critical field at the conductor's surface.  For Pb 

the critical field is about 0.08 tesla.  It was still felt 

nevertheless  that the purer a material the better its 

superconductive properties would be, that if extremely pure 

and strain-free Pb wire could be formed into a solenoid, 

superior performance could be achieved.  But no matter what 

efforts were made in that direction, no higher critical 

fields ensued, and applied superconductivity remained dor- 

mant for fifty years after these early strenuous efforts. 

Fundamental research into superconductivity continued in 

an increasing number of laboratories throughout the world 

despite the apparently poor prospects of practical appli- 
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cation.  In '333 Meissner and Ochsenfeld  discovered that 

the magnetic flux was expelled from the bulk of a pure 

superconductor as it was cooled below Tc, the transition 

temperature. This discovery showed that superconductivity 

was not just the absence of resistance, but a new thermo- 

dynamic state of matter. The thermodynamic two fluid model 

or Gorter and Casimir48 soon followed, and the London49 

phenomenological theory of the electrodynamics of supercon- 

ductors emerged in 1935.  Pippard,50 in 1953, refined the 

work of the London brothers by showing that the electrody- 

namics of superconductors was generally non-local, and 

introduced the idea of the coherence length to characterize 

the range of nonlocality. Ginzburg and Landau51 introduced 

their famous phenomenological theory of superconductivity in 

1950, and showed it to be the logical extension of the work 

of the Londonsf. Their theory produced two coupled differ- 

ential equations governing the behavior of a complex order 

parameter, ty,  which is generally given a quantum mechanical 

interpretation as the wave function for the center of mass 

motion of the superconducting electron pairs in the metal. 

The Ginzburg-Landau theory thus emphasizes the quantum 

natj^e  of superconducting phenomena within a convenient 

formalism, and therfore has proved very useful in the devel- 

opment of superconducting technology. 
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In 1956 A.A. Abrikosov^2 showed, using the Ginzburg- 

Landau (GL) equations, that there were two types of super- 

conductors possible, now generally called type I and type II. 

The pure superconducting elements studied by most physicists 

since the time of Onnes were type I, and were generally 

characterized by critical fields the order of 0.1 tesla or 

so.  But Abrikosov's theory showed that the type II mater- 

ials, which had been largely avoided by physicists because 

they appeared hard to characterize, would not necessarily be 

limited to a critical field equal to the thermodynamic field, 

and that zero resistance superconductivity could persist in 

these materials to very large fields.  Unlike type I 

materials, the tyoe II materials do not exhibit a complete 

Meissner state at high fields.  Rather, magnetic flux is 

admitted to their bulk in discrete bundles called fluxoids 

(or fluxons or vortices) and superconductivity is destroyed 

only at the core of each fluxoid, and not in the entire 

volume of the superconductor. 

Abrikosov used his theory to explain experimental data 

taken twenty years earlier by Shubnikov, et al53 on the 

magnetic behavior of superconducting alloys.  (Shubnikov 

recognized at that early date that the behavior of the alloys 

was essentially different from that of most of the pure 

elements.)  The work of Shubnikov, Ginzburg, Landau, and 

Abrikosov remained relatively obscure in the West, however, 

^ 
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and wac overshadowed in 1957 when Bardeen, Cooper, and 

Schrieffer5  published their famous microscopic theory of 

superconductivity.  However, in 1959, Gorkov55 showed that 

the microscopic theory reduced to the Ginzburg-Landau- 

Abrikosov theory near Tc, and thus gave the phenomenological 

theory and the idea of type II superconductivity a firm 

foundation. 

This fifty years of pure research finally meshed with an 

applied effort in the early 1960,s.  In 1961 J.E. Kunzler56 

and a group at Bell Laboratories discovered that Nb3Sn would 

remain superconducting in fields of at least 8.8 tesla.  It 

was quickly pointed out by B.B. Goodman57 that Nb3Sn was a 

type II superconductor, and therefore subject to Abrikosov's 

theory.  Thus it became clear in 1961 that the key to indus- 

trial applications of superconductivity was not in the 

ulti.a-pure elemental superconductors that had been the pre- 

occupation of physicists since Onnes, but in carefully 

treated and prepared compound and alloy superconductors of 

the type described by Abrikosov.  Despite this firm theoret- 

ical understanding won after fifty years of study, the prob- 

lem of high field high current applications was not yet 

solved.  The performance of solenoids always fell short of 

that expected from short sample tests of these new type II 

materials, just as had been found for the old type I 

materials. There was a difference, however.  The theory that 
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Onnes lacked was now in hand. 

5.2 Type II Superconductivity 

It is not the purpose of this chapter to present the 

theory of type II superconductivity, which is well covered 

58 
in several texts.    Rather, the fundamental concepts needed 

to understand the differences be*.;;een short sample tests and 

actual solenoid performance will be presented and the cri- 

teria for stability of high field superconducting magnets 

will be developed from the concepts.  It is these criteria, 

and the methods used to make practical superconducting wires 

that possess them that lead to the kind of wire produced 

by Tsuei's process. 

The fundamental concept of type II superconductivity is 

the fluxoid.  A fluxoid is a whirlpool of supercurrent 

surrounding a core of essentially normal material and 

enclosing a certain discrete amount, or quantum, or magnetic 

flux.  It is easy to give a simple picture of the structure 

of a fluxoid.  The basis of our picture is the quantum 

nature of the superconducting fluid:  the center of mass 

motion of all the superconducting paired electrons is char- 

acterized by a single valued complex order parairdter, or 

wave function.  We may use the standard quantum rechanical 

gauge-invariant form for a current of particles w:th charge 

e* and mass m* (the charge and mass of a Cooper pair) just 

Lv"   ^ 
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as we did in the discussion of Josephson phenomena in Part I: 

e*n e*2   2 

Js =   (**v> - ij/%*) -   |«r| X        (5-la) 
2m*i m* 

e* 
= _ | 4, | 2 (^0 . e*J) (5-lb) 

m* 

where 0 is the phase of the wave function.  Since the closed 

line integral of the vector potential gives the enclosed 

magnetic flux, we may use (5-lb) to find the quantity of 

flux associated with each vortex, if a path of integration 

with zero current on it can be found.  If each fluxoid is 

surrounded by others with the same sense and magnitude of 

circulation, then a path surrounding each fluxoid can 

always be found along which the current density is zero. 

Midway between identical fluxoids the circulating currents 

oppose each other ^nd cancel out,- providing our integration 

path.  Integrating (5-lb) around such a path we find 

n 
— §^e«dt = §£-dt E <i> 
e* 

(5-2) 

or        $ = nh/e*      n = 0,±1,±2,.... 

where we have set the line integral of the gradient of the 

phase equal to an integral multiple of 2TT since the complex 

order parameter must be single valued.  Hence the flux 
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enclosed by the circulating currents of a vortex must be 

quantized, with a flux quantum <J>Q = h/e* = h/2e * 2x10" 

weber. 

If instead of integrating around a path on which the 

supercurrent density is zero, we choose a path close in to 

the vortex we obtain 

m* 

e*|#| 
7 5s*dt + $ = n<D0 (5-3) 

in place of (5-2) .  If we choose a symmetric path very close 

to the core we may neglect the magnetic flux term in (5-3) 

compared to the current density term, and if the radius of 

the integration path is r, (5-3) becomes 

2irrm*Jt 

e*|iMr) I 
= n$Q  ,  r +  0   . (5-4) 

Hence Jg/|i|;(r)|  « 1/r for small r.  Therefore, as r goes to 

zero, Js/|^(r)|  must go to infinity.  But Js at best remains 

finite, always less than some critical value, Jc.  It must 

therefore be concluded that the magnitude of the order 

parameter goes  to zero at the core of each fluxoid.  Our 

picture of a fluxoid is then a whirlpool of supercurrent 

centered on a thin core of normal material, and enclosing a 

single quantum of magnetic flux.  (Our arguments above do not 

show that each fluxoid contains only a single quantum of 
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magnetic flux.  A detailed analysis of the GL equations are 
CO 

required for that.  ) 

A type II superconductor containing vortices is said to 

be in the mixed state. The breakdown of the Meissner state 

and the entry of the first vortices occurs at a field 

Hcl *  Hc' wnere Hc -*-s tne tnerm°dynamic critical field.  As 

the field is increased, superconductivity in type II material 

persists until the fluxoids are packed so tightly together 

that the average magnetic field inside the material becomes 

identical with the applied field, and the value of field for 

which this occurs is called Hc2.  This behavior can be 

illustrated with the schematic magnetization curves  in 

Fig. 19, which show curves for a type I and a type II mater- 

ial with identical thermodynamic critical fields.  It can be 

shown that the areas under each curve must be equal, but 

superconductivity in the type II material can persist well 

beyond the cut off for the type I, and it is this type of 

behavior that Kunzler56 and others in the early 1960's 

showed could be used for high field and high current appli- 

cations. 

Although fluxoids permit the superconducting order 

parameter to exist in very h .gh fields, they also provide a 

complication:  the motion of fluxoids is dissipative, and 

they tend to move under the influence of transport currents. 

The situation for fluxoids in the presence of a transport 
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Fig. 19 Schematic magnetization curves for a type I 
material and a type II material with identical 
thermodynamic critical fields, Hc. 
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current is  shown schematically in Fig. 20.  The transport 

current, Jt, creates a net Lorentz force per unit length 

Jt$Q/ acting transversely on each vortex.  Thus a vortex 

gains energy when it moves in response to a transport cur- 

rent, but this energy can only become heat.  When the flux- 

oid moves, its associated magnetic field moves with it, 

creating an electric field parallel to the direction of cur- 

rent transport.  This electric field acts on both the super- 

conducting electrons and the normal electrons and any energy 

thus imparted to the normal component eventually becomes 

heat.  Hence motion of the fluxoid will be opposed by a vis- 

cous force, and a voltage drop will appear across the ends 

of *-hc conductor.  It can be shown that at high currents and 

fields the net resistance of the wire will approach its 

normal state value, and a material in which flux motion is 

resisted by a viscous force alone will be useless as a high 

field high current superconductor. 

Fortunately, viscous drag is not the only force avail- 

able to impede the motion of fluxoids. Various kinds of 

material defects in the superconductor itself can trap, or 

pin, flux, allowing currents to pass without resistance 

until the forces that tend to propel the fluxoid overcome 

the pinning forces.59'60'6  Pinning can occur at lattice 

defects, voids, grain boundaries, or at any inhomogeneity 

of the superconducting material. The free energy of a flux- 
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Fig. 2C  Schematic representation of fluxoids in a type II 
superconductor. 
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oid is then a function of position in a superconductor with 

such inclusions, and fluxoids will move around until they 

settle into free energy minima (where the total free energy 

must take account of interactions between fluxoids).  Then 

further motion of the fluxoid will be postponed until the 

depinning force due to the transport current and applied 

field (and thermal activation) become strong enough to force 

the fluxoid out of its well.  If just a few fluxoids in a 

localized segment of superconducting wire in a solenoid 

wound with thousands of meters of wire suddenly shift their 

positions for whatever reasons, enough heat could be re- 

leased to drive that segment normal.  Once the segment is 

normal, ordinary joule heating due to the transport current 

would not only keep it normal, but would propagate the 

boundaries of the normal region until the whole solenoid 

was normal.  Then, the high resistance of the now normal 

solenoid would overwhelm the energizing power supply, so the 

magnetic field of the solenoid would collapse, dumping its 

energy into the coil, sometimes causing the conductor to 

melt.  Since such a catastrophe coul • be precipitated in any 

small region of the very long superconductor, it is clear 

that the conductors must somehow be made stable against the 

original small perturbation of fluxoids.  In other words, it 

is impossible to prevent occasional fluxoid motion, but it 

may be possible to prevent that motion from driving the 
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superconductor in the immediate vicinity permanently normal. 

Several schemes for stabilization have beer successfully 

developed, and all present superconducting magnets use one 

or another of them. Present commercial techniques for pro- 

ducing stable superconducting wire are difficult, expensive, 

and work poorly for the materials with the best supercon- 

ducting characteristics.  Tsuei's process, the general topic 

for Part II of this report, has the potential of simplicity, 

economy, and utility for the better materials. 

5.3  Stable Superconducting Wire 

Three techniques have been developed to stabilize the 

zero resistance state of high field high current type II 

62 superconductors.      These techniques are called cryostatic 

stabilization, dynamic stabilization, and intrinsic stabil- 

ization.  All three require the construction of a composite 

of a superconductor and a highly conductive normal metal, 

usually copper.  It is also required by all three that the 

superconductor in the composite be in the form of a multi- 

tude of fine filaments, rather than a few large supercon- 

ducting strands with the same total cross section.  The only 

distinction between the three kinds of stabilization is the 

role played by the copper. 

The first method for stabilizing superconducting wire 

was proposed in 1965 by Kantrowitz and Stekly,63 and by 
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Laverick,64 ancj their technique is now usually called cryo- 

static stabilization, though sometimes it is referred to as 

steady state stabilization.  The idea is to embed the super- 

conducting wire in copper enough to handle the full current 

when some segment of the superconductor goes normal due to 

a large fluxoid jump.  In properly designed wire the temp- 

erature increase in the copper when carrying the full cur- 

rent will not be enough to prevent the reestablishment of 

superconductivity when the flux jump has relaxed.  Hence 

cryostatic stabilization demands 

j2pAm < h(Tch - Tb) P (5-5) 

where J is the current density in the dopper 

p is the resistivity of the copper 

AJJJ is the cross sectional area of the copper matrix 

h is the heat transfer coefficient from the copper 

to the bath, in watts/cm- K 

P is the perimeter of the matrix subject to 

cooling by the bath 

TCk is the critical temperature at zero current, 

but in the applied field 

Tb is the temperature of the bath. 

But J in (5-5) is related to the desired critical current 

density in the superconducting portion of the composite, 

Jch' b* 
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where Ag is the total superconducting cross section, and 

Jcn is the critical current density at T^ in the applied 

field. 

The geometry of the copper-superconductor composite is 

then governed by 

h2 < h<T°-: y  . 

The way in which the left hand side of this inequality 

scales implies that may small conductors of a fixed geometry 

will work better than a single large composite conductor of 

the same geometry.  It is possible to refine this analysis 

further (see refernce 63) and consider the heat that must be 

removed from the superconducting part of the composite as 

well as the joule heat generated in the copper matrix, and 

find a condition on the maximum thickness of the supercon- 

ducting material in the composite.  The approximate condi- 

tion is 

2 
d < — 

J ch 

*<Tch "Tb> V1 

As 
(5-7) 

where d is the superconductor filament thickness (or dia- 

meter) and k is the thermal conductivity of the supercon- 
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ductor. Equation (5-7) should be viewed as an engineering 

rule of thumb, rather than as an exact expression.  It yields 

filament sizes of less than 100 micrometers for typical NbTi 

alloy-copper composites. Equations (5-5) and (5-6) stress 

having a large value of P, to maximize the effectiveness of 

the bath in keeping the conductor cold, so that coils wound 

using cryostatic stabilization criteria must allow for 

circulation of the bath within the coil.  This requirement, 

together with the need for large amounts of copper, generally 

restricts cryostatically stabilized coils to overall current 

densities less than 10^ amp/cm . Hence they are not suit- 

able for compact or high field magnets. 

A more sophisticated stability condition, called dynamic 

stability,65 was worked out around 1967.  Coils designed for 

dynamic stability have a reduced cooling requirement and less 

copper than coils designed for cryostatic stability and 

therefore have larger overall current densities.  Dynamic 

stability takes advantage of the fact that a clean copper 

matrix can not only conduct heat away from a flux jump loc- 

ation quickly, but can also impede the diffusion of magnetic 

flux through the conductor.  Slowing the flux limits the 

power dissipated in a flux jump, and if that power can be 

removed quickly, the wire will never go completely normal 

and the copper will never have to conduct the full current 

load. A detailed analysis along these lines places a 
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premium on a multifilamentary construction with the maximum 

filament thickness given again by (5-7). The minimum cross 

sectional area of copper required is difficult to find 

analytically, but empirically much smaller amounts than for 

complete cryostatic stability have been used, and magnets 

relying on dynamic stabilization are among those with the 

highest achieved overall current desities. 

Between 1967 and 1970 it was realized that a multifila- 

mentary conductor could be made stable against fluxoid jumps 

without relying on the presence of any copper at all.  Such 

conductors are thus called intrinsically stable, or, since 

the analysis assumes that no heat is carried away by the 

copper, adiabatically stable.   The analysis of adiabatic 

stability makes use of the jyci ■* of events that would with- 

out stabilization lead to a catastrophic flux jump.  Such a 

cycle is shown schematically in Fig. 21.  Suppose there is 

some initial small impulse of flux, A<J>.  This flux jump 

releases some amount of heat, thus raising the temperature 

of the superconductor by AT.  But this higher temperature 

results in a reduced local value of critical current, and 

hence increased flux penetration. This additional flux 

motion releases additional heat and the cycle is repeated. 

However, both the magnitude of any initial flux motion and 

the resulting temperature increase are reduced as the super- 

conducting filament size is reduced.  Hence, for small 

■yjyttff* 
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Fig.   21    Instability cycle in a type  II  superconductor. 
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enough filaments repeated instability cycles will result in 

only a finite net temperature rise, where the condition on 

filament size is 

d < 

2Jch 
-Jch<dJch/dT>_1 

11/2  IF  f YC(Tch-Tb) 1 

2Jch ) 

1/2 
(5-8) 

where y  is the density of the superconductor in (kg/m3), 

c is the specific heat of the superconductor in (J/kg K), 

and \iQ  = 4TTX10  is the permeability of free space. The 

condition (5-8) usually requires filaments somewhat smaller 

than those indicated in (5-7), the order of 25 micrometers. 

Using adiabatic stabilization relieves some of the require- 

ments on the copper.  It need not have the high thermal and 

electrical conductivity required by cryostatic or dynamic 

stability, nor must it be present in large amounts. Some 

sort of matrix must be used, however, if only for mechanical 

support of the separate superconducting filaments. The 

copper matrix also provides a degree of extra stability, 

which can not be ignored when considering the overall reli- 

ability of the system. 

No multxfilamentary superconducting system will be 

reliable, however, unless the filaments are twisted into a > 

helix. Cryostatic, dynamic, and adiabatic stabilization all 

require the use of many small filaments in a copper matrix, 

but an implicit assumption in all of the analysis has been 
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that the separate filaments act separately.  If they were all 

coupled together, as they could be by eddy currents in the 

copper due to a time dependent applied magnetic field, their 

independence would be lost and they would act as one large 

strand rather than as a multitude of filaments.  Twisting 

the multifilamentary composite into a helix limits the mag- 

nitude of these eddy currents.  For a given rate of change 

of field there will be a critical twist pitch, above which 

the filaments will behave separately, and bei ,T which they 

will not.  Hence the final criterion for a reliable super- 

conductor is that it be twisted at a steep enough pitch to 

ensure the independence of its filaments for the highest 

rate of change of field to be encountered.  Tinkham^7 gives 

a clear account of the physics involved in this twisting 

requirement. 

The list of requirements for naking a stabilized super- 

conducting wire reduces to a few simple ideas, but making 

real materials that are both consistent with these ideas 

and have large critical currents and fields is difficult.  A 

stable superconducting wire must consist of a large number 

of very fine filaments embedded without touching one another 

in a copper matrix.  This matrix should have good thermal 

and electrical conductivity, and the whole composite should 

be twisted to accomodate dynamic magnetic fields.  At 

present, the only class of conductors that have been suc- 

SgS SSBPS 



Ill 

cessfully developed using these ideas have been the class of 

ductile superconductors. The material used in virtually all 

applications is an alloy of niobium and titanium. The wire 

is, made by first manufacturing solid rods of the NbTi alloy 

each about one centimeter in diameter, and perhaps 30 or 40 

centimeters long. These rods are then slid into closely 

fitting copper tubes of the same length, but with an hexa- 

gonal outside perimeter. These copper tubes, with the NbTi 

rods in their centers, are then stacked in arrays to form a 

billet with axial symmetry perhaps 50 centimeters in dia- 

meter and 30 or 40 centimeters long. This array is encased 

in a copper jacket and drawn into w:re. Area reduction 

ratios of 10 are not hard to achieve but the drawing process 

must have various intermediate anneals and heat treatments 

to form the required pinning sites in the NbTi alloy. The 

twisting of the composite can be achieved as an integral 

part of the drawing. Magnets made from this type of wire 

have proven robust and reliable, but they are restricted to 

fields of less than 10 tesla by a low value of Hc2. At 

present, hopes for an intrinsically stable wire with higher 

field capability rest on finding a process for producing 

multifilamentary Nb^Sn. 

Nb3Sn conductors cannot be formed in the same way as 

NbTi because Nb3Sn has an A-15 crystal structure, which is 

quite brittle. Nb^Sn will therefore crumble if an attempt 

M>n nhnnnn, i^iwn   ... 
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is made to draw it into wire, so that it must be formed only 

after the material is drawn, or in some process which does 

not require any drawing, like vapor deposition.  Nb3Sn 

superconductors have been made which are suitable for high 

field magnets, but usually in the form of a vapor deposited 

tape which is not adiabatically stable.  Hence these conduc- 

tors must be ramped slowly, and kept well below ti*eir 

critical fields for reliable operation.  Progress toward 

a multifilamentary structure for Nb3Sn has been made 

recently, ^ however, by drawing pure niobium rods in a 

copper-tin alloy (bronze) matrix.  Both of these materials 

are ductile enough to allow considerable drawing, and a high 

temperature anneal after the drawing reacts the tin with the 

niobium to form an interfacial layer of Nb^Sn on the surface 

of each niobium filament.  This process has several diffi- 

culties.  First, control over the final reaction is poor, 

so it is hard to make uniformly high quality (stoichiomet- 

ric) Nb3Sn.  Performance therefore seldom matches theory. 

The second problem is that the Nb^Sn layers on each filament 

are still brittle so that bending the wire to wind a sol- 

enoid can ruin the conductor.  Finally, the process is more 

complex and expensive* than that used for the ductile Nb 

alloy superconductors. 

C.C. Tsuei has proposed a new technique for manufac- 

turing multifilamentary superconductors, which is easily 
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applied to Cu-Nb^Sn composites. The process is strictly 

metallurgical, avoiding the costly manipulation of each 

individual filament which is intrinsic to all present pro- 

cesses , yet it produces filaments with thicknesses of a 

micrometer or less, with perhaps 10 filaments in the cross 

sectional area of the composite wire. The filaments are so 

fine that they may be sharply bent without breaking, and the 

quality of the Nb^Sn should ultimately match that possible 

with present multifilamentary techniques. The only funda- 

mental distinction (apart from filament size, and hence 

flexibility) between the results of Tsuei's process and those 

of the conventional techniques is that the array of fila- 

ments in Tsuei's wire is random, and the filaments them- 

selves are discontinuous.  It is the purpose of the rest of 

Part II to examine the effects of this disorder on the 

superconducting properties of Tsuei's wire.  Chapter 6 

describes the process by which the wire is made.  Chapters 

7 and 8 present the results of our experiments with the wire. 

Chapter 9 covers a theoretical model for estimating the 

resistive properties that were observed in some of the 

experiments.  The model also explains data on other inhomo- 

geneous media.  Finally, Chapter 10 summarizes our conclu- 

sions and lists directions for further research. 

mmmm *** 
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CHAPTER SIX:  TSUEI'S MICROCOMPOSITE WIRE < 

6.1 The Process 

Tsuei's technique41 for manufacturing superconducting 

A-15 filaments in a copper matrix uses a microscopic metal- 

lugical process, rather than mechanical stacking of macro- 

scopic arrays. The structure resulting from Tsuei's process 

is shown in Fig. 22. The copper was etched from the end of 

a piece of microcomposite wire and the freed filaments 

photographed in a scanning electron microscope.  The tech- 

nique used to produce these filaments evolved from some 

experiments by Newkirk and Tsuei.   They were studying the 

process by which high purity copper becomes superconducting 

after being melted in a niobium crucible.  Controlled 

amounts of Nb were dissolved into molten Cu, and when cooled, 

the microstructure and superconducting properties of the 

resulting composite were studied.  Tsuei and Newkirk found, 

in accordance with the phase diagram of the Cu-Nb system, 

that the Nb did not remain dissolved in the Cu as the system 

cooled, but instead would precipitate out and form discrete 

particles with a range of size determined by the cooling 

rate and by the Nb concentration.  Particles of character- 

istic dimension less than one micrometer resulted from 

rapid quenching or form Nb concentrations of less than 

1.5 atomic %.  Ten micrometer particles seemed to dominate 
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Fig. 22 Scanning electron micrograph of filaments in 
Tsuei's microcomposite wire. The copper has 
been etched away from the end of the wire, exposing 
the filaments.  The wire had a reduction ratio of 
about 40, and the magnification here is about 1500. 
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the microstructure for larger concentrations and for longer 

cooling times. 

The microstructure of this Cu-Nb composite not only 

explained the superconductivity of "pure" copper that had 

been melted in a niobium crucible, but also provided a very 

simple and direct means of producing a multifilamentary 

composite. Clearly, the melted copper dissolves some small 

amount of the niobium crucible, and as the sample is cooled, 

the niobium precipitates in the form of small or large part- 

icles, and these discrete Nb particles account for the 

observed superconductivity of the composite.  It was also 

clear that these same Nb particles could be drawn into fil- 

aments if the ingot were drawn into wire.  Studies of such 

A 0 
wire, pursued by Tsuei,  confirmed the existence of these 

filaments in the drawn wire, and further showed that the 

superconducting properties of the material tended to improve 

with increased reduction (drawing) of the wire. These 

studies used as much as 10 atomic % Nb in the composite, and 

other studies have shown 20 atomic % composites to be 

workable.68 

With these encouraging results in hand, Tsuei next added 

a small amount of Sn to the Cu-Nb melt, to form a bronze, 

rather than copper, matrix around the Nb particles in the 

undrawn material. Then, after drawing, a high temperature 

anneal (600 to 800 °C) reacted the Sn in the bronze matrix 
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with the Nb filaments to form a layer of Nb3Sn at the Cu-Nb 

interface, in the same manner as in conventionally con- 

structed Cu-Nb^Sn composites.41'43 The resulting supercon- 

ducting transition temperature of 15 to 18 K together with 

X-ray studies confirmed the formation of Nb^Sn at the inter- 

faces. 

The final Cu-Nb^Sn microcomposite superconducting wire 

has several advantages over conventional macrocomposites. 

First, the wire is inexpensive to produce since the process 

is not much different from that used to make simple Cu wire. 

Second, the composite could have excellent superconducting 

stability.  The filaments typically have sub-micrometer 

diameters and should be in particularly clean contact with 

the copper matrix; thus both adiabatic and dynamic stability 

conditions are met, with the additional possibility that the 

finite length of each filament might play a role in ac 

stability similar to that played by the twist pitch in con- 

ventional composites.  Finally, the small diameter and good 

metallurgical bond of the filaments to the Cu mean that the 

composite should be quite flexible.  Studies  of this last 

feature have shown that bending the wire repeatedly around a 

one inch mandrel tends only J:o increase the critical current 

of the composite.  These thiee factors : ake the microcom- 

posite technique quite attractive, but there are problems. 
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Tsuei's microcomposite superconductors have two distinct 

disadvantages.  First, the Nb concentration is restricted to 

values less than 20 atomic %, so that overall current den- 

sities may not be quite as large as conventional techniques 

could allow.  Second, and more fundamentally, the filaments, 

though uniformly aligned, are disordered in size and posi- 

tion.  The effects of this disorder are by no means clear, 

and they are the principal concern of Part II of this 

report.  We present evidence in later chapters suggesting 

that the effects of the disorder are that any remnant resis- 

tance of this wire will diminish roughly as the inverse cube 

of the area reduction ratio of the drawn wire; that super- 

conduction in these disordered materials is a percolation 

procesr; ind that the fundamental obstacle to application 

of this wire may be a lack of ac stability due to percolative 

clusters of filaments.  We will also use the insight gained 

from considering this novel composite as a percolation 

system to propose a modification of an old but currently 

popular theory of conduction in disordered normal conductors 

for the case in which conductivities differing by orders of 

magnitude are involved. 

6.2 The Technique 

A process for producing microcomposite superconducting 

wire of Tsuei's type has been developed at Harvard Univer- 



119 

sity by J. Bevk and J. Harbison. They begin with a block of 

pure Cu, with a typical volume of one cubic centimeter, and 

wrap the desired weight of pure Nb foil around it. They use 

these bulk materials rather than powders to minimize oxi- 

dation. The Nb wrapped Cu is then placed in a levitation 

coil energized by a high power radio frequency generator, 

and the sample is induction melted in an argon atmosphere 

but without physical contact to any boat. This levitation 

technique minimizes the chance of contamination and maximizes 

the power available to heat the sample. When the sample is 

completely molten, it is dropped into a mold by smoothly 

reducing the radio frequency power until the sample falls 

through an opening in the bottom of the levitation coil. 

This process is repeated several times to be sure that the 

ingot is well mixed, and then Sn in the required amount is 

added to the sample. The whole process is repeated with the 

Sn several more times to assure uniform mixing of all three 

components. This process results in a high quality well 

mixed sample, but one which has been quenched by falling 

into a cold mold. To control the cooling rate the sample is 

remelted in a water cooled Cu boat, and cooled relatively 

slowly (100 K/sec) to the solid state. The final ingot has 

a diameter of about 0.8 cm.  It is swaged to about 0.1 cm 

and then drawn to about 0.05 cm in diameter, for an area 

reduction ratio of roughly 300. The advantages of this 
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levitation technique are: first, the levitation coil can 

handle relatively large masses, the order of ten grams; 

second, the samples can be raised to a higher temperature 

than with a boat technique, and mixed more thoroughly; and 

third, the final controlled cooling can be optimized inde- 

pendently for minimum thermal and hence compositional grad- 

ients. 

Other techniques have been used to make the same kind 

of Cu-Nb-Sn microcomposites, and we list them here without 

attempting evaluations. The initial work of Tsuei and 

Newkirk  involved melting the Cu and Nb by induction in a 

glassy carbon crucible, though later Tsuei used a water 

cooled silver boat and induction melting to make the multi- 

filamentary Nb3Sn composites.
41 Callaghan and Toth,69 at 

the University of Minnesota, have studied electrical resis- 

tivity as a function of reduction and current density on 

samples made by arc melting powders.  The microstructure 

evident in their composites look qualitatively no different 

from Tsuei's.  R. Roberge and R.D. McConneli, ° at the 

Institut de recherche de l1Hydro-Quebec, however, also 

prepared samples by arc melting, but reported a microstruc- 

ture somewhat different from that observed by Tsuei.  They 

reported a nearly continuous sponge-like network of Nb 

precipitates rather than discrete particles. They suggest 

that the same structure could also be present in Tsuei's 
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material but that it was not observed by Tsuei because of 

the way his samples were prepared for microscopic study. 

Roberge and McConnell report only scanty electrical data, 

however, so it is impossible at this time to decide if their 

samples behave electrically like Tsuei1s.  Finally, Tsuei 

has suggested that a zone melting scheme might be possible,'* 

should it prove desirable to produce this wire on an indus- 

trial scale.  That is, the Nb and Sn could be dissolved into 

a small stationary molten zone of Cu.  Pure Cu would be 

continuously fed into the molten region from one side and 

the microcomposite withdrawn from the other.  When a suit- 

able length of microcomposite has been produced, it could be 

cut off and drawn into the desired size wire. 

The microcomposite samples we have studied for this 

report were made only by the induction melting techniques. 

Some of the wire was made at the California Institute of 

Technology with the silver boat technique, and some made at 

Harvard with the levitation technique.  Our experime- s vo 

date have not revealed any microstructural distinction 

between the wires. 
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CHAPTER SEVEN:  MAGNETIZATION OF MICROCOMPOSITE 

SUPERCONDUCTORS 

If wire made by Tsuei's process is to have any utility, 

an understanding of the mechanism for coupling current 

between filaments is essential.  If the filaments are 

strongly coupled, one would expect current transport proper- 

ties much like those of conventional multifilamentary com- 

posites.  If, however, the filaments are only weakly coupled, 

then in high fields and currents one would expect a certain 

amount of resistance to appear due to current flowing 

through normal copper.  Since the magnitude of this resis- 

tance would have to be extremely small for practical 

microcomposite wire to compete with conventional composites, 

an investigation of the coupling mechanism is in order.  Our 

investigation has been conducted with two techniques:  resis- 

tance measurements treating current and temperature as 

independent parameters; and magnetization as a function of 

applied field and temperature.  The magnetization experiments 

suggest a proximity effect^ coupling mechanism, while the 

resistance data are consistent with a percolation model for 

filament coupling.  We shall discuss the magnetization of our 

disordered microcomposites in this chapter, and their resis- 

tivity in the next. 
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7.1 Magnetization Measurements 

Magnetization measurements of a multifilamentary super- 

conducting wire in a longitudinal field are a direct probe 

of transverse coupling between filaments.  The mag «tization 

M, of a long cylinder of material in a uniform axial field 

is defined by the relation 

8 = u0(S + fi) . (7-1) 

The Meissner effect, described by the equation B = 0, occurs 

in the bulk of pure superconducting materials in weak fields. 

These materials are said to perfectly diamagnetic since, 

from (7-1) , the magnetization fi exactly cancels the applied 

field f, or 8 = -fi.  For inhomogeneous materials, however, 

the Meissner effect may occur partially or not at all, and 

the magnitzation is described better in terms of the magnetic 

flux $ in the sample instead of the applied field 3.  From 

(7-1), the flux enclosed in any cross section of the cylin- 

drical sample is 

$ = /B-dA = p0/H*dA + u0/M*dA 

But the integral of \iQH  is the applied flux, <J>a, that would 

be in the sample area if the magnetization were zero.  The 

integral of M can be written as the average magnetization of 

MMMtiHtoninran lllili Ml* nfi mäi 
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the sample, M, multiplied by the cross sectional area of 

the cylindrical sample, A.  Hence we may write 

$ - <j» 

M =     . (7-2) 
y0
A 

Inhomogeneous materials can generate curves of magneti- 

zation versus temperature with two branches.  If the field 

is applied only when the sample is already below the tran- 

sition temperature, then screening currents flowing around 

the circumference of the sample can prevent the entrance of 

magnetic flux.  From (7-2), this leads to a large diamagnetic 

response, M -  -$a/y0A = -H.  However, if the magnetic field 

is applied before the sample is lowered through its transi- 

tion temperature, some magnetic flux may be trapped by 

inhomogeneities and not expelled, thus reducing the magni- 

tude of the average magnetization in (7-2) from the full 

Meissner value.  A two-branched magnetization curve as a 

function of temperature for an inhomogeneous superconductor 

is shown in Fig. 23.  The curve A-B arises from the 

screening of applied flux, and is called the screening 

response.  The branch B-C resulting from a partial expulsion 

of flux is called the expulsive response.  The whole curve 

is termed irreversible, since the screening response cannot 

be repeated unless the applied field is removed and the 

sample cooled through Tc again. 
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Fig. 23 Schematic irreversible magnetization curve.  A-B is 
the screening response, and B-C is the expulsive 
response. 
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The screening part of an irreversible magnetization curve 

contains the information we need about the lateral coupling 

of filaments in the microcomposite wire. Well coupled fil- 

aments will allow supercurrents to screen weak applied fields 

from the bulk of the sample. The screening magnetization 

will then be about M = -H for low enough temperatures and 

applied fields.  On the other hand, filaments with weak 

coupling could admit some flux thus reducing the magnitude 

of M below |H|. The expulsive part of the irreversible 

curves contain very little information useful for deter- 

mining the coupling strength between filaments.  The ability 

to expel flux has no simple relation to the interfilament 

coupling but instead depends on numerous metallugical para- 

meters. Measurements of screening magnetization, then, are 

a direct probe of interfilament coupling.  If the filaments 

are coupled by supercurrents we expect to measure a large 

screening response.  If the current between filaments is 

strictly normal we expect only a small amount of screening. 

The instrument we used to measure this screening was the 

SQUID magnetometer developed by J.P Gollub'4  for this 

laboratory, and modified by D.E. Prober.   This instrument 

measures the temperature dependence of the quantity of flux 

inside a cylindrical sample in a parallel field.  The 

apparatus as used for these measurements was capable of 

resolving about 10 ~ flux quanta (2x10  9 weber).  Data were 
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taken by first cooling the sample below Tc in an ambient 

field less than about 10  tesla. Then a field parallel to 

the axis of the sample was applied and the sample tempera- 

ture slowly raised above Tc. As the sample warmed, flux 

moved in and was detected by a superconducting pickup coil 

and flux transporter which was coupled to the SQUID, and 

the SQUID output as a function of temperature recorded on 

an x-y plotter. Finally the field was reiroved and the sample 

cooled below Tc again, so that it would be ready for appli- 

cation of a new field. Hence we measured the initial part 

of a classical magnetization curve starting at the origin 

of the M-H plane, even though the rav data were taken as a 

function of temperature.  Data could not be taken directly as 

a function of H because the superconducting solenoid that 

produced the field had to be kept in its persistent current 

mode for stable operation of the SQUID. 

7.2 Magnetization of Wire with Five Atomic Per Cent Niobium 

The magnetization curves of microcomposite wire con- 

taining 5 atomic % Nb reveals that the superconducting fil- 

aments are weakly coupled by supercurrents over a wide 

range of reduction ratio. All of the samples available for 

testing were manufactured at the California Institute of 

Technology by Wilkie Y-K Chen by the induction melting 

technique (see Chapter Six) in a water cooled silver boat. 
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Four samples were tested, with reduction ratios of approx- 

imately 10, 40, 200, and 800. These reductions correspond 

to wire diameters of 0.20 cm, 0.10 cm, 0.05 cm, and 0.025 cm. 

All samples contained 1.5 atomic % Sn, and after drawing 

were annealed at 600 C for 48 hours to form the interfacial 

Nb^Sn. The presence of filaments was confirmed by examin- 

ation of polished and etched specimens in the scanning elec- 

tron microscope in the Gordon McKay Laboratory at Harvard. 

The persistence of superconductivity to nearly 16 K in these 

samples was taken as sufficient evidense for the presence of 

Nb3Sn on the filaments. Detailed compositional analysis 

by X-ray or microprobe techniques was not carried out, but 

such analysis performed by Tsuei  has always revealed the 

presence of Jtt^Sn. 

As discussed in section 7.1 the raw data from the magne- 

tometer is magnetization as a function of temperature, but 

it can be replotted as magnetization versus applied field. 

To illustrate this feature we have plotted the data from the 

0.05 cm sample (R = 200) both ways in Figs. 24 and 25. 

Figure 24 shows the magnetization normalized by the applied 

field (that is the susceptibility) as a function of tempera- 

ture for two applied fields of 10"4 and 10"5 tesla.  Both 

the screening and expulsive branches of the curve are shown. 

Note that the weaker field produces a larger screening 

response in this normalized plot, but a smaller expulsive 

mg^^am^mmmm^ 
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Fig.   24    Normalized magnetization versus temperature for 
0.05 cm 5 atomic  % Nb wire,   R=200. 
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Fig.   25    Magnetization versus  field  for 0.05 cm 5 atomic  % 
Nb wire,  R=200 
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response. Hence the screening part of the curve behaves as 

expected:  the sample becomes more diamagnetic in weaker 

fields. The expulsive response is less predictable, how- 

ever. That less of the weaker field is expelled is an 

example of the difficulty in interpreting this part of the 

data, and for most of what follows we ignore the expulsive 

response. Accordingly, in Fig. 25, all screening data for 

the same 0.05 cm wire have been transposed to the M-H plane, 

and plotted for several different temperatures.  The trends 

in this plot are quite clear. Lower fields and lower temp- 

eratures yield increased screening.  Yet the lowest fields 

and temperatures do not yield perfect screening. A field 

of 10~5 tesla (0.1 gauss) evokes only 20 % of the full 

screening response at 4.3 K. At 10  tesla, not shown in 

Fig. 25, the response is only about 30 %. The data on this 

sample, then, indicate that its filaments are semi-isolated. 

Screening currents can flow between some filaments at low 

temperatures and fields, giving some regions a large diamag- 

netic response, but other filaments presumably are completely 

isolated, allowing the applied field to penetrate the 

copper around them. The strong temperature dependence of 

the screening response even at T « Tc/4 is suggestive of a 

proximity effect coupling mechanism. 

If the proximity effect is responsible for coupling 

supercurrents between filaments then one would expect the 
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screening response to increase with increasing reduction 

ratio. That is, filaments in wire with a large reduction 

ratio are closer together and proximity effect superconduc- 

tivity in the copper would be correspondingly stronger. To 

test this correlation we have plotted in Figures 26 and 27 

the screening magnetizations of samples with reductions 

smaller and larger than the reduction value of 200 for the 

0.05 cm diameter sample.  Data on the 0.20 cm sample, with 

a reduction ratio of 10, is shown in Fig. 26.  The screening 

response here approaches a level of only 5 % at 4.3 K, com- 

pared to about 20 % for the 0.05 cm wire that was reduced a 

factor of 200.  These two samples compare qualitatively as 

we expected:  the wire with more reduction has a larger 

screening response. The screening response also correlates 

with reduction ratio for the 0.025 cm sample. The screening 

curves for this wire, with a reduction of 800, are displayed 

in Fig. 27.  Here the screening exceeds 40 % at 4.3 K and 

10~5 tesla, and, at an extra data point taken for this sample 

the screening approaches 70 % at 2.3 K and 10  tesla.  At 

low fields and temperatures, then, there is positive cor- 

relation between a large reduction ratio and a large 

screening response. 

This low temperature and field correlation, however, 

does not hold at high temperatures or fields. For example, 

a direct comparison between the 4.3 K curves in Figures 25, 

m 
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Fig. 26 Magnetization versus field for 0.20 cm 5 atomic * 
Nb wire, R=10 
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Fig. 27 Magnetization versus field for 0.025 cm 5 atomic % 
Nb wire, R=^800. 
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26, and 27 reveals that the curve for the sample reduced a 

factor of 800, Fig. 27, crosses over the other two curves 

near 3x10  tesla and 10" tesla. This phenomenon is shown 

explicitly in Fig. 28, which graphs the 4.3 K curves for all 

three samples.  It is as if the flux penetrates the copper 

of the P. = 800 sample rather quickly as the field is raised, 

but then continues to penetrate the filaments themselves. 

There is apparently less penetration of the filaments in the 

two samples with thicker filaments. Even in weak fields and 

at low temperatures, however, none of the 5 atomic % Nb 

samples show complete screening, and the general behavior 

of the screening curves as a function of reduction ratio 

sjggests that the filaments are only weakly coupled.  Strong 

direct contact between filaments can be ruled out as a 

coupling mechanism in the 5 atomic % Nb samples. 

7.3 Magnetization of Wire with Ten Atomic Per Cent Niobium 

The magnetization of microcomposite wire containing 

10 atomic % Nb reveals that the filaments are more strongly 

coupled than in the 5 atomic % Nb samples. We have had two 

specimens of 10 atomic % wire available for testing and both 

display a near perfect screening response at low fields and 

temperatures. The first sample was made at the California 

Institute of Technology by induction melting in a water 

cooled silver boat, and had a reduction ratio of about 600. 
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Fig. 28 Magnetization versus field for three reductions of 
5 atomic % Nb wire, all at 4.3 K. 
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The second wire was made at Harvard University by the levi- 

tation technique, and was reduced in area a factor of 

roughly 300.  In what follows we distinguish the two wires 

with the symbols CCWR600 and HCWR300, which stand for 

"California (Harvard) Composite Wire, Reduced a factor of 

600 (300)." Both samples contained 1.5 atomic % Sn, and were 

annealed at 600 °C for 48 hours.  Cursory microscopic 

surveys with the scanning electron microscope failed to 

reveal any obvious microstructural distinctions between the 

two wires.  The superconducting critical temperature as 

measured from the magnetization curves was about 15.5 K for 

CCWR600 and about 14.5 K for HCWR300.  The magnetization 

curves for CCW are plotted in Fig. 29, and those for HCW in 

Fig. 30.  The nearly perfect screening evident in both 

figures at low temperatures and fields implies that super- 

currents can flow easily between filaments.  By definition, 

therefore, the filaments are well coupled, in contrast to the 

5 % case. 

The magnetization curves of the two 10 atomic % samples 

not only differ qualitatively from the 5 atomic % samples, 

but also differ between themselves.  They both exhibit strong 

screening in small fields and at low temperatures in con- 

trast to the weak screening of the 5 % wires, but in higher 

fields and temperatures the screening response decays dif- 

ferently in each.  The CCWR600 sample in Fig. 29 loses its 
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Fig. 29 Magnetization versus field for CCWR600, 10 atomic % 
Nb wire, R=600 
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shielding rather gradually. For the fields and temperatures 

plotted, the screening response is always monotonically 

increasing.  In high fields the rate of increase does not 

keep up with increasing applied field, and the result is 

the admission of flux to most of the sample. At 4.3 K there 

is a relatively abrupt change in slope of the screening 

curve at a field of about 2x10  tesla, indicting that flux 

moves into the sample after that point, but never so quickly 

that the screening curve would begin to decrease, it higher 

temperatures, the change from low field to high field 

behavior is more gradual, but qualitatively the same c^ the 

4.3 K curve.  All of the curves for the CCW sample, then, 

increase monotonically.  The HCW sample in Fig. 30, however, 

does not have a monotonic screening curve.  In small fields 

and low temperatures this sample exhibits the same large 

screening response as the CCW specimen, but at high fields, 

the magnetization turns around and begins to decrease.  The 

6 K curve, for example, turns around at about 3x10~3 tesla, 

and thereafter magnetic flux enters the sample rapidly.  The 

negative slope of the high field magnetization of HCW dis- 

tinguishes it from the monotonic behavior of CCW, but both 

are distinguished from the 5 atomic % specimens by a vir- 

tually complete screening response at low fields and temp- 

eratures. 
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Fig. 30 Magnetization versus field for HCWR300, 10 atomic % 
Nb wire, R=300. 
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7.4 Discussion 

A proximity effect model for interfilament coupling can 

qualitatively account for the observed screening magneti- 

zation in each of our samples.  The proximity effect72 is 

the induction of superconductivity in an ordinarily normal 

metal by a superconducting material in close proximity. The 

same term, however, can also apply to the destruction or 

abatement of superconductivity in a superconductor in inti- 

mate contact with a normal metal.  Both effects can occur at 

the same time.  Superconductivity in the normal metal 

extends away from the normal-superconducting (NS) interface 

for a distance determined by the normal metal properties. 

The characteristic length is called the normal coherence 

length, £N.  In a clean metal that ordinarily remains normal 

down to extremely low temperatures, the normal coherence 

length is given by 

fiv 
% = 

N 

27rkBT 
(clean) (7-3a) 

where vN is the fermi velocity of the normal metal.  For a 

dirty metal (where the mean free path is much shorter than 

the clean coherence length)  the normal coherence length 

becomes 

SN - 
' nvMH N  N 

6irkBT 

1/2 
(dirty) (7-3b) 
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where &N is the mean free path. While superconductivity 

extends into the normal metal a length characterized by the 

normal coherence length, it is depressed within the super- 

conductor near the NS interface for a length the order of 

the ordinary Ginzburg-Landau temperature dependent coher- 

ence length: 

SGL(T) - C0d - T/Tcr
1/2 (clean)  (7-4a) 

* UoÄ>1/2 d - T/T^r1/2   (dirty)  (7-4b) 

where I  is the mean free path in the superconductor, and 

£0 is the BCS coherence length. 

The proximity effect has been studied theoretically 

by de Gennes,72'76 and experimentally by Clarke20, and by 

others.  Clarke's experiments involved an SNS structure, 

rather than a single NS interface.  He was able to show that 

the SNS junction could support a supercurrent between the S 

layers of the sandwich, and that the structure generally 

behaved like a very low impedance Josephson tunnel junction. 

Unlike tunnel junctions, however, SNS junctions can have a 

very thick barrier. Clarke managed to get supercurrent 

coupling through dirty normal regions of thickness approach- 

ing one micrometer, at low temperatures. The critical 

current was found to increase roughly exponentially at low 
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temperatures, in contrast to tunnel junctions, which have 

approximately constant critical currents at low tempera- 

tures. The ability of SNS junctions to pass supercurrent 

through thick barriers is the feature we propose to exploit 

in a proximity effect model of our microcomposite wire. 

A model that assumes isolated filaments in a sea of 

copper, with supercurrent between filaments supported 

strictly by the proximity effect, can account for the low 

field and low temperature screening characteristics of our 

samples of microcomposite wire.  Superconductivity in the 

copper extends away from a filament for a distance character- 

ized by the normal coherence length. This length is much 

shorter in the 5 atomic % samples than in the 10 atomic % 

samples.  Resistivity measurements above T show the 5 % 

77 ° samples to have a mean free path'' of about 200 A, compared 

to 3000 A and 6000 A in the 10 % CCW and HCW samples respec- 

tively.  The clean coherence length at 4 K, however, is about 
o fi 

5000 A, assuming a fermi velocity of 1.5x10 m/sec.  Hence 

the 5 % samples have £ = 1000 A and are in the dirty limit, 

but the 10 % samples are marginally clean.  It is simple 

x.o  explain qualitatively the relative cleanliness of the 

10 % samples, since their larger concentration of Nb pulls 

more Sn out of the copper matrix during the final high temp- 

erature anneal (The Sn concentration was 1.5 atomic % in all 

our samples).  The longer mean free path in HCW compared to 
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CCW could be due to a slight difference in Nb concentration 

between the two samples. For any sample, clean or dirty, 

we expect good proximity effect coupling of adjacent fil- 

aments when the normal coherence length becomes comparable 

to half the average filament separation. 

Simple calculations show, and microstudies confirm, that 

typical separations in these microcomposittj are approxi- 

mately two micrometers. Further, the separation varies 

inversely as the square root of the area reduction ratio and 

directly as the square root of the volume concentration of 

filaments  (for well drawn wires). Hence the two micrometer 

value holds within a factor of two for our samples with 

reduction ratios between 200 and 600.  Sample CCWU600 alone 

has a typical interfilament spacing closer to one micrometer, 

due to a combination of high reduction and large Nb concen- 

tration. 

Hence the proximity effect model provides a qualitative 

explanation of the behavior of our samples in small fields 

and at low temperatures. The 5 % samples typically have 

normal coherence lengths much smaller than half the inter- 

filament spacing, and so have relatively little suppercurrent 

coupling between filaments.  Further, what coupling there is, 

scales with the reduction ratio as one would expect:  closer 

filaments yield better coupling.  The 10 % samples, on the 

other hand, have normal coherence lengths close to the clean 
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value of 0,5 micrometer, which is comparable to half the 

filament spacing, so the strong coupling observed in the 

magnetization measurements is to be expected. 

The proximity effect model may also provide an explan- 

ation of the different behaviors in high fields of the two 

10 % samples. That the screening curves for the CCW sample 

remain monotonic after complete screening breaks down, 
CO 

if put in terms of the Bean model of flux penetration, 

would imply that the critical current density within the 

copper was independent of field.  But a field-independent 

critical current in the copper would be expected only if 

superconductivity in the filaments was not depressed by 

the penetrating field.  This last statement could hold in 

-2 fields of 10  tesla or so if the copper was not too clean. 

That is, superconductivity in the S side near the NS junction 

is suppressed less as the mean free path of the N side 

becomes shorter.0 Presumably, the CCW sample was dirty 

enough so that superconductivity was not greatly reduced in 

the filaments. However, the HCW sample was cleaner thsn CCW 

by a factor of two.  Superconductivity in the filaments in 

HCW might then have been weakened sufficiently by the clean 

copper to have become susceptible to the applied fields, 

and so cause a field dependent critical current in the 

copper.  Such a critical current, in the Bean model, would 

account for the change in sign of the slope of the magneti- 
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zation of HCW after screening first breaks down. 

To put the above analysis on a firm footing would require 

a detailed analysis of the proximity effects in clean mater- 

ials. To the author's knowledge, such a study has not yet 

been done.  We can give some support to the Bean model 

picture of flux penetration in our microcomposites, however. 
CO 

We note that using the Bean modelJO to interpret the meas- 

ured screening magnetization implies a critical current 

3      2 density in the copper at 4.3 K of about 10 amp/cm . This is 

a reasonable value, and provides some justification for our 

conjectures. 

As a final topic in this chtpt^r, we consider the pos- 

sibility that the proximity effect lowers the transition 

temperature of the composite.  One might suspect a reduction 

in Tc in some of these microcomposites because of their fine 

filaments in good electrical contact with clean copper.  How- 

ever a large effect is not likely, as can be inferred from 

72 a formula by Deutscher and de Gennes.   They obtain for 

TcNS, the transition temperature of the composite: 

TT2R2 

TcNS = TcS 2 (?"5) 
8ma» (ds + b)

2 

where TcS is the transition temperature of an isolated fil- 

ament, ds is the thickness of the l^Sn layer on the 

mm 
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filament, b is the extrapolation length72'70 in the copper, 

and a' is the slope of the Ginzburg-Landau parameter a(T) at 

TcS.  But a' is given by a1 = n2/(2m£GL(0)TcS),where SGL(0) 

is the low temperature coherence length of the Nb3Sn. 

Substituting this into (7-5) we have 

LcNS 
= TrqU - [ff2/4][r/0)/(dc +b)]

2}      (7-6) 

The coherence length of the Nb3Sn is typically the order of 

o 
100 A , ds is conservatively estimated to be no less than 

o 
1000 A, and the smallest possible value of b is zero.  If 

TcS = !8 K then (7-6) with the above parameters yields 

TcNS " I7*5 K' We nave chosen the values of the parameters 

conservatively, so that this reduction of 0.5 K is probably 

too large.  Since we have observed no transition temperature 

above ^16 K we conclude that we have not seen directly any 

effect of the proximity of copper on the transition tempera- 

ture of the Nb-^Sn filaments.  It is much more likely that 

the general magnitude of TCNS and its variations from sample 

to sample are caused primarily by fluctuation in the stoich- 

iometry of the J^Sn.  We note that had the proximity effect 

theory predicted values of T NS lower than those actually 

observed, all predictions based on this theory would have to 

be questioned. 
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In summary, we state the following broad conclusions. 

The Nb3Sn filaments in the 5 atomic % Nb wires are only 

weakly coupled, and certainly not connected by direct con- 

tact between filaments. The 10 atomic % Nb wires, however, 

show evidence of much stronger interfilamentary coupling. 

All of the magnetization results discussed in this chapter 

are at least qualitatively consistent with a proximity effect 

coupling mechanism for wires of both compositions. The 

5 atomic % Nb wire with weak coupling has dirty copper 

which restricts the range of the proximity effect, while 

the 10 atomic % Nb wire with relatively strong coupling 

has cleaner copper, with a correspondingly longer range 

proximity effect.  The estimated ranges, based on normal 

resistivity measurements, are consistent with the observed 

coupling strength of each wire.  Finally, the reduction in 

the observed transition temperatures from th-j nominal value 

of 18 K normally expected for Nb^Sn, is larger than would 

be expected from the theory of the proximity effect.  This 

discrepancy suggests that several mechanisms are involved in 

determining TcNg, the proximity effect among them. 
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CHAPTER EIGHT:  RESISTANCE OF MICROCOMPOSITE SUPERCONDUCTORS: 

EXPERIMENTS 

In this chapter and the next we show experimentally and 

theoretically that the simple proximity effect model dis- 

cussed in the last chapter is not sufficient to explain all 

aspects of the interfilamentary coupling of our microcompos- 

ite wire.  The proximity effect model does not recognize the 

fundamentally statistical nature of the problem.  The random 

positions of the filaments must result in a finite probabil- 

ity for very close contact between filaments.  If the density 

of filaments is large enough, random contacts will become 

important as an interfilamentary coupling mechanism.  Mag- 

netization measurements, however, will not be sensitive to 

a few direct contacts, since they will be only a small per- 

turbation on the volume screening currents.  Hence we have 

used resistance measurements to probe for the effects of 

touching filaments.  In this chapter we present experimental 

evidence that our 10 atomic % Nb samples are at or near a 

concentration threshold for dominance of random contacts 

over the proximity effect in electrical conduction.  In the 

next chapter we present two theories of electrical conduc- 

tion; one for these particular materials and the other a 

phenomenological theory for inhomogeneous media in general. 

Finally we will put into perspective the relative importance 
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of the proximity effect compared to random contacts in 

microcomposite materials. 

8.1 Conductivity Measurements 

Conductivity measurements are more sensitive to micro- 

structural details than magnetization measurements. As dis- 

cussed in Chapter Seven, a magnetometer measures an average 

magnetization, where the average extends through the cross 

section of the sample.  Hence small variations in the mag- 

netization due to localized variations in the microstructure 

will not be picked up.  A voltage measurement, on the other 

hand, can be very sensitive to local variations: a single 

superconducting path, no matter how tortuous, will render 

the sample resistanceless (for small currents).  Yet this 

same path need contribute almost nothing to the bulk diamag- 

netism of the specimen.  Thus magnetization measurements are 

only a partial probe of the interfilamentary coupling, and 

conductivity measurements provide complementary information 

which is essential for an accurate characterization of ran- 

dom inhomogeneous materials. 

Our conductivity measurements were of two types, dis- 

tinguished primarily by their sensitivities.  We have made 

low sensitivity measurements with a conventional chopper- 

stabilized amplifier capable of resolving 10"° volts under 

optimal conditions.  Our high sensitivity measurements used 

mmmmm 
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a SQUID amplifier, of the type discussed in Part I of this 

report. The ultimate sensitivity of this instrument for 

-14 the essentially dc measurements involved was about 10 

volts/Hz '   f   limited by the Johnson noise of the normal 

voltage contacts.  The relatively insensitive conventional 

measurements were easy to apply to tests involving high 

magnetic fields or large currents.  The high sensitivity 

measurements, on the other hand, were essential for fol- 

lowing the resistive transition through several decades of 

voltage to seek out the initial superconducting path as 

the sample cooled. 

The technique used for the conventional measurements 

was very direct.  All the measurements reported here were 

done in the helium bath.  There was no provision for raising 

the temperature above 4.2 K, but the temperature could be 

lowered by pumping on the bath.  All measurements were made 

using a standard four-probe technique, with the voltage tabs 

inside the current tabs.  Due to the limited quantity of 

wire available for testing, our measurements were done on 

short samples, the order of 2 or 3 cm long.  The voltage 

probes were kept one to two cm apart, so of necessity they 

were quite close to the current leads.  All connections were 

soldered, and care was taken to prevent the solder at adja- 

cent current and voltage leads from running together.  For 

high current measurements, above 5 amperes up to 200 amperes, 
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a special cryostat was constructed to reduce heating effects 

at the current contacts. The high current equipment, 

including a special high current power supply, are described 

in Appendix A. 

There is an intrinsic difficulty with these measurements 

due to the highly anisotropic composition and relatively 

short length of our samples.  In samples with a reduction 

ratio of several hundred, the length of the filaments is 

a significant fraction of the length between voltage probes. 

Hence, in these sairples, the measured voltage can be sensi- 

tive to the precise location and configuration of the probes. 

We have noticed occasional anomalous results, such as 

regimes of negative resistance, which we attribute to such 

problems.  The results presented here, however, are repro- 

ducible within 50 % so we have assumed that the effects of 

the anisotropy are at most to multiply the measured voltages 

by a factor the order of unity. Montgomery?9 has developed 

a technique for taking account of the anisotropy of -> mater- 

ial in a resistance measurement that involves placing the 

four electrodes at the corners of a parallelepiped-shaped 

sample, and permuting the current and voltage leads. This 

procedure is difficult to apply to our cylindrically shaped 

specimens, and was not used.  Hence our technique for the 

low temperature measurements were the simplest possible, 

though not the most accurate. 
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Our techniques for sensitive measurements on the SQUID 

amplifier, while limited in accuracy by the same phenomena 

as the low sensitivity measurements, were a good deal less 

direct.  The problems here were not due to any difficulty 

with the SQUID itself, but instead resulted from the 

extremely small resistances sought with the high sensitivity 

available with the SQUID. The range of resistance typically 

covered by the SQUID amplifier was from 10  ohm down to less 

than 10   ohm.  At the same time the inductance of the 

— 8 sample was typically about 10  henry. The time constant 

T = L/R associated with the sample then ranged from 10 

second to 10  seconds.  Hence, for resistance levels less 

—8 than about 10  ohm, the voltage developed across the sample 

with a one second or shorter time scale would be domincited 

by inductive, and not resistive effects.  Therefore, in the 

most sensitive measurements, the current supplied to the 

sample could not be changed, and it was impossible to sweep 

out the I-V characteristic of the specimen. 

We used two techniques to get around this roadblock. 

The first was to apply the sample voltage to the SQUID amp- 

lifier circuit through a superconducting switch while holding 

the sample current constant.  The change in the output of 

the amplifier as the switch was closed corresponded to the 

voltage across the sample.  The second technique was to 

leave the amplifier connected with the sample current 
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constant, but sweep the temperature of the sample. That way 

we could measure the resistance of the sample as a function 

of temperature.  Since there were no time dependent currents 

there were still no inductive effects to interfere with de- 

tection of the smallest voltage.  This technique was espec- 

ially useful when the sample was completely superconducting 

at the lowest temperatures, since in that case an absolute 

resistance, instead of merely a resistance change, could be 

measured. 

Other problems associated with making a SQUID amplifier 

function with the highest possible sensitivity over the 

temperature range of 2 K to 18 K required by these samples, 

are discussed in Appendix B.  The specific design of the 

amplifier and cryostat that we used are also presented in 

Appendix B.  Here we note only that the practical limit to 

-12 the sensitivity of the SQUID measurements was about 10 

volts, rather than the 10"14 volts/Hzly/2 due to thermal 

noise in the voltage contacts.  This reduction by two orders 

of magnitude of the available sensitivity was caused by 

thermal voltages generated by temperature gradients across 

the normal voltage contacts.  Evidently, extreme voltage 

sensitivity without superconducting contacts is a difficult 

proposition. 
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8.2 The Five Atomic Per Cent Samples 

Our relatively insensitive conventional measurements 

were enough to reveal a small remnant resistance in our 

5 atomic % Nb samples. They all showed a large drop in resis- 

tivity below Tc, but  some still had a measurable resistance 

in zero field, while others had a measurable resistance in 

fields larger than 0.1 tesla.  As a group they showed little 

variation in resistance for fields between 0.3 and 1.0 tesla 

and temperatures between 2 and 4.2 K.  That this resistance 

appears constant implies that it is associated with normal 

material, presumably the copper, and not with something like 

flux flow in type II superconduct  '. 

The results of the tests on the 5 % samples are summar- 

ized in Table 2.  All numbers quoted here were inferred from 

voltage measurements taken in a 1.0 tesla field and were 

shown to be temperature independent.  The maximum current 

used was 5 amperes.  Of main interest are the experimental 

results for the remnant resistivity, listed in the fourth 

column.  Samples taken from different locations (end or 

middle) of the same wire differ b> as much as an order of 

magnitude.  Even ratios of remnant resistivity for samples 

cut from corresponding locations on different wires do not 

agree very well. Nevertheless there is substantial correl- 

ation with the reduction ratio,R, in the second column.  The 

larger reductions tend to produce smaller remnant resistance, 
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TABLE 2 

Comparison of Resistivities 

for Five Atomic Per Cent Nb Samples 

Sample 
Diameter 

R Po p 
rem P/fsR3 

0.20 cm 10 4.5xl0"6 4.2xl0"9 4.5xl0~8 

0.10 cm (end) 40 4.4xl0"6 4.3xl(T8 6.9xl0~10 

0.10 cm (middle) 40 4.3xl0"6 5.5xl0"9 6.7xl0~10 

0.05 cm (end) 200 3.3xl0~6 4.0X10"11 4.1xl0~12 

0.05 cm (middle) 200 2.0xl0"6 2.5xl0~10 2.5xl0"12 

R is the area reduction ratio of each sample. 

Resistivity units are ohm-cm.  pQ is the measured 

resistivity for T > T .  Prem 
is the measured remnant 

resistivity at 4.2 K and B = 1.0 tesla.  The last 

column is a predicted remnant resistivity. 
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The last column in Table 2 is a prediction for the measured 

remnant resistivity.  The theory that generated the predic- 

tions will be discussed in Chapter Nine. We note here that 

there is rough agreement in the general order of magnitude 

of the predictions and the data.  In view of the large spread 

in the data this is perhaps the best that could be hoped for. 

The evident variability of the remnant resistivity of 

these wires is disturbing. All the samples were made from 

nominally identical ingots, so the wide spread in results 

must reflect either small variations in the manufacturing 

process, or else an uncontrolled inhomogeneity in each 

individual sample.  On the other hand, our cursory micro- 

scopic examination of the samples failed to reveal any clear 

distinctions between them.  There are, however, solutions to 

the problem of obtaining consistent data short of tracking 

down the origins of the problem in the manufacturing process. 

One solution is to work with only a single sample, and 

measure its properties between successive stages of area 

reduction.  This technique has actually been carried through 

by Callagan and Toth0* for small reduction ratios. We shall 

examine some of their results in section 9.2E, but we note 

here that they indeed obtained consistent trends as their 

sample was reduced.  Our own samples, variable as they were, 

nevertheless allow us to state the following broad con- 

clusions from the conventional resistivity tests.  The 
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5 % samples, when superconducting at all, were only weakly 

so, and fields less than one tesla were enough to restore 

a temperature independent resistance to them. This remnant 

resistance tends to grow smaller as the wire is drawn out 

(reduced in area), in qualitative agreement with a theory 

to be presented in Chapter Nine. 

The conventional voltage measurements allowed us to 

measure the remnant resistance in the presence of fields, 

but they were not capable of detecting the first signs of 

resistance as the sample is warmed, or as the field is 

increased from zero. For such sensitive measurements a 

SQUID amplifier, of the kind described in Part I must be 

used. A number of factors dictate this choice. First, the 

samples have very low source impedances, from 10  ohms down 

to zero. No combination of conventional amplifiers and 

transformers have a noise temperature in the liquid helium 

34 range for such low impedance.   Second, the large L/R time 

constant of the samples in a low resistance state require 

a nearly dc measurement. Only SQUID amplifiers have the low 

flicker noise to make such a measurement possible without the 

use of noise prone choppers. 

The results of the SQUID investigation for the 5 atomic % 

sample that was reduced a factor of 200 are presented in 

Fig. 31.  This is a logarithmic plot of resistance against 

a linear temperature scale. There is a relatively steep 
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Fig. 31  Resistive transition of the 0.05 cm 5 atomic % Nb 
wire, R=200.  Curves a through e are measurements 
made with different current levels, ranging in 
decades from 6x10""5 amp for curve a to 0.6 amp 
for curve e. 
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drop in resistance over a temperature interval of about 

1.5 K as the temperature drops below 17.5 K.  This precip- 

itous fall in resistance ends abruptly, on this logarithmic 

scale, after four orders of magnitude.  Thereafter the 

resistance fans out with dropping temperature in a manner 

that depends on the amount of current used in the four probe 

measurement.  The larger the current, the more level the 

slope.  At the largest current available for these measure- 

ments, 0.6 ampere, the sample remains in the low resistance 

state down to a temperature  slightly less than 6 K.  There- 

after, a second precipitous drop occurs, and the SQUID amp- 

lifier loses the resistance in noise below about 10   ohms 

as the sample evidently goes completely superconducting. 

The steps that are apparent on the two highest current curves 

between 7 and 8 K are probably the result of the soldered 

voltage probes becoming superconducting and causing a 

redistribution of currents.  We note that the resistance 

level after the initial drop at about 16 K, is 10~7 ohm. 

The sample diameter was 0.05 cm, and the distance between 

voltage probes was about 1.0 cm, so the 10" ohm level leads 

to a resistivity of about 2x10  ^ ohm cm, which is consistent 

with the resistivity measured conventionally in the 0.05 cm 

(middle) sample in Table 2. 

The clear implication is that the resistances are due to 

the same mechanism, whic we have supposed to be current 
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flowing through normal copper to get from one filament to 

the next. Hence we account for the remnant resistivity 

measured in both the conventional and SÖUID experiments by 

% 
assuming that the filaments are isolated over a large temp- 

erature range, as well as in high fields.  The disappearance 

of resistance in low fields, low currents, and at low temp- 

eratures is quite plausibly due to the waxing strength of 

the proximity effect under those conditions. 

Now let us compare the SQUID resistance data in Fig. 31 

to the SQUID magnetization data for a similar piece of wire 

in Fig. 25. resuming the wires would behave similarly in 

each test, they would appear to become resistanceless at 

temperatures where screening is incomplete, even  for very 

small applied fields.  This observation supports our idea 

that the resistivity measurements are more sensitive to 

microscopic structural variations than are the magnetization 

measurements. 

In conclusion, we may say that individual samples of the 

5 atomic % Nb microcomposite wire show a fairly well defined 

level of resistance, called the remnant resistance, evidently 

di\°.  to current flow in the normal copper.  The disappearance 

of this resistance with decreasing current, field, and temp- 

erature, is consistent with a proximity effect coupling 

mechanism.  In our picture of competition between the prox- 

imity effect and random contact, the conclusion is that the 
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5 atomic % Nb samples do not have enough contacts to dominate 

the proximity effect as the primary interfilamentary 

coupling mechanism. 

8.3 The Ten Atomic Per Cent Samples 

Our 10 atomic % Nb samples behaved qualitatively differ- 

ently from the 5 atomic % Nb samples in our electrical meas- 

urements, just as they did in the magnetization measurements. 

In the conventional measurements they never showed a temp- 

erature independent resistance below Tc, even with currents 

in excess of 100 amperes, or in fields of 1.0 tesla.  In the 

SQUID amplifier measurements, the resistive transition was 

-12 relatively steep down to a level of 10   ohm, and never 

showed an extended plateau, in sharp contrast to the 5 % 

samples, where a resistance plateau at 10~7 ohms was a 

pre-eminent feature. 

Two 10 % samples were available for these experiments, 

as in tne magnetization experiments.  The samples were the 

same CCWR600 and HCWR300 discussed in the last chapter. 

Unfortunately, a substantial fraction of the CCW specimen 

was destroyed in some high current tests, and there was not 

enough left to test in the subsequently developed SQUID 

apparatus.  Hence we report here conventional measurements 

on both wires, but detailed SQUID measurements on only the 

HCW samples.  Performance in the conventional experiments 
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were sufficiently similar, however, that we expect no funda- 

mental distinctions between CCW and HCW in the SQUID meas- 

urements . 

Conventional data on CCWR600 is presented in Fig. 32. 

This figure displays the voltage across the sample as a 

function of current through it, in a four probe arrangement, 

as a function of transverse magnetic field.  The temperature 

was nominally the bath temperature, approximately 4.2 K. 

However, the sample was too short for a proper arrangement 

of current contacts, so heating may have been a problem. 

See Appendix A.  The voltage zero in Fig. 32 was offset for 

each curve for the sake of clarity.  The zero field curve is 

remarkable in that no discernable voltage appears until 

nearly 120 amperes are flowing in the sample, after which the 

voltage appears  in a continuous though non-linear manner. 

There is no reason to believe that this resistance is due to 

anything else than flux flow resistance in the Nb3Sn.  There 

is no linear region, and, in higher fields, the voltage 

begins to increase quite rapidly toward the normal resistance 

of the sample.  It is most likely, then, that the resistive 

phenomena measured in Fig. 32 are due to ordinary supercon- 

ductive properties of the filaments, namely flux flow 

resistance. 

For comparison, some conventional data or HCWR300 are 

presented in Fig. 33, in approximately the same format.  The 
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Fig. 32  I-V curves for CCWR600, as a function of field, 
All curves measured at 4.2 K, with zero offset 
for clarity. 
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details are different, but the qualitative features are the 

same.  HCW seems to have a better defined critical current 

than CCW, and a more steeply rising voltage for a particular 

field.  This sample was long enough for good current con- 

nections (see Appendix A)and this might explain some of 

the differences.  In any event, the critical current in zero 

field is over 120 amperes, and when the voltage does appear 

in the higher fields, it does so in a steeply non-linear 

manner. 

The dichotomy between the 5 and 10 % samples that exists 

in the magnetization measurements and the con/entional volt- 

age measurements persists in the SQUID voltage measurements. 

Data on HCWR300 taken with the SQUID amplifier are shown in 

Fig. 34.  The contrast to the 5 % case in Fig. 31 is stark. 

Over a range of about 3 K the 10 % sample drops about 8 

orders of magnitude in resistance, with no feature that 

could convincingly be called a plateau in resistance.  The 

smallest detectable resistance in this measurement was 

-12 -15 2x10   ohm, for an upper limit on resistivity of 4x10 

ohm cm at about 13 K. (In an early experiment using the 

switching technique described earlier with the sample im- 

mersed directly in a superfluid helium bath, we were able to 

set an upper bound of 3x10   ohm cm for the CCW sample.) 

It is tempting to ascribe this behavior to the predominance 

of touching filaments that we have hypothesized.  However, 

.«»-.»—MinuMma <, 
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Fig. 34  Resistive transition of HCWR300, 10 atomic % Nb 
wire, R=300.  Curves a through d are measurements 
made with different current levels, ranging in 
decades from 6x10"** amp for curve a to 0.6 amp 
for curve d. 
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we must be careful.  The magnetization curves for this type 

of sample (the magnetization and resistance measurements were 

done on different samples) are plotted in Fig. 30. They show 

nearly perfect screening of small longitudinal magnetic 

fields. This behavior was deemed in Chapter Seven to be 

consistent with the proximity effect model.  Hence it could 

still be that the relatively sharp transition in HCW follows 

from the proximity effect model. Although the SQUID meas- 

urements show clearly the distinction between the 5 and 10 % 

samples, they do not by themselves require interfilamentary 

coupling by random contacts to play a large role in the behavior 

of the microcomposites. 

To sum up: we have learned experimentally that the 

10 atomic % Nb samples behave qualitatively differently from 

the 5 atomic % Nb samples.  The 5 % samples all show a finite 

resistance in small magnetic fields, and currents less than 

5 amperes.  In contrast, the 10 % samples require in excess 

of 100 amperes in zero field before a resistance is devel- 

oped.  The resistive transition of the 5 % material has a 

prominent resistance plateau over a wide range of tempera- 

ture after an initial drop of four orders of magnitude.  The 

10 % specimen, on the other hand, drops quickly by eight 

orders of magnitude in resistance without showing any sim- 

ilar plateau.  The persistance of these distinct behaviors 

in all our measurements suggests that the proximity effect 
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interfilamentary coupling model that was sufficient for the 

5 % wire, may not be sufficient for the 10 % wire.  In the 

next chapter, we seek to shed light on the distinction 

between 5 and 10 % wire by considering theoretically the 

general problem of conduction in inhomogeneous media. 
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CHAPTER NINE:  RESISTANCE THEORIES 

We shall present two theories to explain the resistance 

of wire made by Tsuei's process. The first is specific to 

the case of superconducting filamentary segments in a normal 

matrix. The second is more general and applies to any two 

phased inhomogeneous material. Our assumptions throughout 

are that the copper between filaments is fully normal, and 

that the only property of the superconducting filaments is 

that they have zero resistance.  If, in the real wire, the 

dominant interfilament coupling mechanism is the proximity 

effect, then these theories should predict the resistance of 

the wire in fields or temperatures high enough to suppress 

the proximity effect, but low enough to leave the filaments 

unaffected.  If, on the other hand, the dominant coupling 

mechanism is random contacts, then these theories should 

show at what concentration of filaments  such an effect is 

important. 

9.1 Estimate of Remnant Resistance 

Our initial theory was really more of an estimate of the 

resistance of wire made by Tsuei's process.  The original 

80 
calculation was made by Tinkham,   and has been published in 

a paper by Davidson, Beasley, and Tinkham.  We give a 

simplified version of the calculation here. 

tM^m^^^mm^-^ri'- -_\-     ■ - 
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The a priori consequence; of discontinuous filaments is 

that current must flow through possibly normal copper to get 

from one filament to the next.  We characterize the resulting 

dissipation with an effective resistivity, which we call the 

remnant resistivity, Prenr  
An estimate of the magnitude of 

Prem may be obtained with the aid of Fig. 35.  In this model 

current flows into each filament along half its length and 

out along the other half.  The current flow is transverse 

between overlapping filaments to both minimize dissipation 

and satisfy boundary conditions.  If there is a total 

current, It, flowing through the wire, and n filaments per 

unit area, then the current density in the copper, Jcu' 

flowing out radially from a filament is 

JCu =  —    • (9-1) 
nAirrL 

Here, A is the cross sectional area of the wire, r is the 

radial distance out from a given filament, and L is the 

length of the filament.  If d is the filament diameter and s 

their center to center separation, then the voltage drop 

between filaments may be approximated by 

s/2 2It 0 
V = 2 / P0JCudr =  _ ln(s/d)  . (9-2) 

d/2 nATTL 
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Fig.   35    Model  for estimating remnant resistivity  in Tsuei's 
microcomposite wire. 
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The remnant resistivity may be extracted from this 

voltage by using the definition: V/It = Prem L/A.  Further 

we note that the number density of filaments, n, is related 

to the volume fraction of superconductor, fg, by fs = nTrd /4. 

Also, the macroscopic reduction ratio is related to the 

microscopic filament geometry by dvL = 1/R .  Using 

all these relations we may finally write for the remnant 

resistivity 

po 
Prem =  r ln(s/d)   . (9-3) 

2fsR
3 

In this rough estimate, the logarithm and the factor 2 are 

not reliable, and in any event combine to make a factor of 

order unity, so they are ignored hereafter.  The final 

result is compared to the conventional data on the 5 atomic % 

wire in the last two columns in Table 2.  As noted in 

section 8.2, there is only agreement in the general order 

of magnitude of the remnant resistivity.  But the theory 

predicts correctly that the largest reductions lead to the 

smallest resistivity, even with completely normal copper. 

We note as an interesting feature of this theory, that a wire 

that obeys (9-3) will actually lose total resistance as it 

is drawn into finer and finer wire.  Ordinary wire, of 

course, gains in total resistance as the square of the 

reduction ratio. 
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If we choose parameters for (9-3) appropriate for the 

10 atomic %Nb wires, in particualr a value for pQ of 

10  ohm cm, we obtain a remnant resistl/ity between 10 

and 10~  ohm cm.  A value this small could explain the 

behavior of the conventional measurements at high fields, 

since resistivities of this size could not be resolved in 

our conventional measurements.  Hence the non-linear shape 

of the I-V curves in high fields could be explained as flux 

flow resistance in the superconducting filaments added on to 

an immeasurably small remnant resistance. 

Equation (9-3), however, cannot explain the sensitive 

SQUID measurements on the 10 atomic % Nb wire.  Those 

measurements were capable of resolving almost an order of 

-14 magnitude less resistivity than 10   ohm cm.  Since one 

would expect proximity effect superconductivity in the copper 

to become important only after most of the filaments are 

superconducting, there should be a plateau in resistance 

corresponding to dissipation in the normal copper.  Such a 

plateau is evident for the 5 atomic % Nb samples, Fig. 31, 

even for currents as small as 6xl0~4 amperes.  Yet 1000 times 

more current in the 10 % wire, Fig. 34, fails to reveal any 

such plateau.  This is the strongest evidence we have that 

the proximity effect is not sufficient to explain the resis- 

tivity of the 10 % wire.  We therefore consider next a theory 

that allows for a superconducting threshold in Nb concen- 
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tration without a proximity effect coupling mechanism. 

9.2 A Phenomenological Theory 

Our more general theory is a phenomenological theory of 

electrical conduction in microscopically inhomogeneous mat- 

erials.  The theory remains valid if the material is drawn 

into wire, and for some interesting cases improves on the 

effective medium theory81'82'83 vEMT) result near the per- 

colation threshold.  The theory was constructed to reconcile 

data on Tsuei's wire with both the EMT and with perco- 

lation theory;73 hence our phenomenological ideas are an 

amalgamation of the results of these theories.  The EMT, 

which works poorly for drawn wire, defines a homogeneous 

effective medium to replace the real heterogeneous mixture 

by demanding that a suitable average of the effects of inclu- 

sions in the effective medium must be zero.  For the case 

where one constituent material is superconducting the EMT 

predicts that below a critical concentration of supercon- 

ducting material, the composite is resistive.  Percolation 

theory also predicts a critical volume fraction, but the 

two theories predict different values.  Our phenomenological 

theory is constructed to satisfy the percolation result for 

the threshold while retaining important aspects of the EMT 

result far from the critical region.  The theory not only 

helps explain the difference between our 5 atomic % Nb and 

i j 
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10 atomic % Nb microcomposite wires, but also fits data from 

totally different materials. We present it here as a guide 

to both theorists and experimenters concerned with disordered 

systems. 

A.  Effective Medium Theory for Aligned Prolate Spheroids 

The effective medium theory for electrical conduction in 

disordered materials defines self-consistently a homogeneous 

effective medium that replaces the real heterogeneous medium 

surrounding a particular inhomogeneity.  The problem is 

simplified (but still physically interesting) if we confine 

our attention to real hetergeneous media composed of only 

two materials. We have then a mixture of two real media, 

material one with bulk resistivity p^ and material two with 

resistivity p2, and an imaginary effective medium whose bulk 

resistivity pm is to be calculated. The condition we used 

to set the value of pm is generated as follows: 

1. Let the homogeneous effective medium surround an 

inclusion of either real material. 

2. Calculate the total current flowing through the mid- 

plane of the inclusion and subtract off the total 

current that would have flowed there if the inclu- 

sion were replaced by the effective medium. 

3. We demand that the average value of this excess cur- 

rent be zero, where the average is taken over the 
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different possible compositions and orientations of 

the inclusions.  pm is adjusted until this condition 

is met. 

We have already simplified the problem by allowing only two 

possible compositions for the inclusions, and ordinarily the 

problem is further simplified by assuming the inclusions are 

all spherically shaped, eliminating the orientational aver- 

age.  We will be slightly less simple, and assume that the 

inclusions are prolate spheroids with their symmetry axes 

aligned in the direction of the applied field.  This removes 

the isotropic degeneracy of the problem but does not intro- 

duce an orientational average.  It is also physically rele- 

vant for inhomogeneous material drawn into wire, as in 

Tsuei's process. 

The calculation then proceeds as follows.  The total cur- 

rent 1^ flowing through an inclusions is^^ 

U," 
Ii   =  TTb^E 

Pm 1 + (uL  - 1)X 
(9-4) 

where b is the semi-minor axis of the prolate spheroid 

\iL  is pm/Pi, i = 1/2 

E is the applied elctric field 

X is the depolarization factor for the prolate spheroid, 
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The value of X is given by 85 

1 - e2 1 + e 
x = ((l/2)in e) 

1 - e 
(9-5) 

where e is the eccentricity of the prolate sphereoid. Note 

that for a sphere, the eccentricity is zero, b is the radius 

and X = 1/3.  If we u^ = 1 (the inclusion has the same resis- 

tivity as the effective medium) the current would be 7rb2E/pm, 

so that the excess current is 

Ali - (*b2E/Pm) 
(Ui - 1) (X-*

1 - 1) 

(X"1 - 1 + uL) 
(9-6) 

Now let the concentration of material one be C-^ and that of 

material two be C2. Then the average value of the excess 

current is 

<AI> = CJAIJ^ + C2AI2 (9-7) 

where C^ + C2 = 1. The condition that this average be zero 

leads to a quadratic equation for pm whose solution is the 

effective medium theory result: 

c2, Clv,2 
2Pm=Pl(1-—)+P2(l~) + Up1(l--^)+P2(l-^)] -4P1P2d^)} 

1,il/2 
X 

(9-8) 

mmSSSISSSSStl>r"'r"""'~~~": -' - - - 
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Equation (9-8) may be put into an equivalent form by changing 

from resistivity to conductivity as the parameter describing 

the constituents of the system.  If o^ =  1/p., where 

i = l,2,m, then 

^■»r" = °i{r'l) + a2(är-1} + 

{lox(-i-l)+o2(-2-1)]
2+4(i-1)a, a9} ^  X      * X X    1 2 

1/2 

(9-9) 

Equations (9-8) and (9-9) emphasize two limits in the behav- 

ior of pm or o If the conductivity of one constituent 

goes to zero the system is best described by the conductivity 

form,(9-9).  If the resistivity of one constituent goes to 

zero, then we are served better by (9-8) .  This distinction 

will be useful to us later. 

Equations (9-8) and (9-9) fit data in situations wh^re 

the conductivity ratio c^/o^ is close to unity ^'' 

but when this ratio becomes very large or very small a 

serious deficiency develops for the EMT.  If, for example, 

we let Oi  go to zero in (9-9) (we adopt the convention that 

material two is always the material with the higher conduc- 

tivity) we have 



180 

(X"1 - 1)([C2/X] - 1), X < c2 < 1 

Vö2 (9-10) 

' 0 £ c2 < X 

Hence the EMT predicts that the composite will act like an 

insulator until a critical volume fraction of conducting 

material is reached, and that the critical value is exactly 

the depolarizing factor for the particular shape inclusion. 

For spherical inclusions, where X = 1/3, this threshold 

comes at a not unreasonable value.  If the material is drawn 

into wire, however, so that the depolarizing factor for 

the inclusions approaches zero without a change in topology, 

the EMT predicts the unlikely result that the threshold 

approaches zero.  A similarly unphysical result occurs if, 

instead of letting o^  go to zero, we let p2 go to zero. 

From (9-8) we have 

1 - c2/x 

jm /Pi = 

' ° £ c2 i 
X 

, x < c2 < 1 

(9-11) 

i 

Equation (9-11) is the EMT description of resistivity in a 

composite of Lormal and superconducting materials. Again, 

tnere is a critical volume fraction of superconducting mat- 

erial required for bulk superconducting behavior, and this 



181 

concentration threshold is none other than the depolarizing 

factor of the inclusions. This false prediction of close 

coupling of the critical volume fraction to the shape of 

the inclusions is a serious problem for the EMT, and one 

must go outside the EMT to resolve the dilemma. 

B. Percolation Theory 

The problem of correctly assigning this critical volume 

fraction can be addressed from a point of view entirely dif- 

ferent from that of the EMT; this independent body of science 

73 87 is percolation theory.  '  A self-contained discussion of 

percolation theory is beyond the scope of this report, but 

we wish to point out various of the concepts involved, espec- 

ially the idea of the percolation probability.  This 

quantity may be defined for our purposes with the aid of a 

regular cubic network of equi-valujd resistors. Let a 

voltage be imposed across this network so that a current 

flows in the resistors along a cubic axis.  Now begin re- 

moving resistors at random from the network leaving open 

circuits in place of each removed resistor. The percolation 

probability is defined as the probability that a given node 

is connected by resistors to infinitely many other nodes (in 

an infinite network). As more and more resistors are re- 

moved the percolation probability grows smaller, and when it 

finally vanishes, conduction ceases. Clearly this problem 
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is related to the problem considered by the EMT, and the 

critical volume fraction corresponds to the situation where 

the percolation probability changes from some finite value to 

zero. It has been shown73 for resistor lattices that there 

is a finite density of remaining resistors at which the 

percolation probability indeed becomes zero. This critical 

density has been subjected to a number of analytical and 

numerical studies for various regular lattices in both two 

73 87 and three dimensions.  '   The results of these studies are 

not of direct relevance to us because they apply only to 

these regular lattices where individual resistors have been 

randomly removed. 

However, Scher ancl Zallen, in a splendid paper,88 pointed 

out that one could construct from the critical-resistor-den- 

sity a critical-volume-density of conducting material that 

is independent of the particular lattice used, and which 

depends only on the dimensionality of the lattice. The 

critical volume fraction that they suggested should apply to 
OQ 

any three dimensional heterogeneous continuum0 is approxi- 

mately (15 ± 2)%.  This numerical result has beer confirmed 

in two clean experiments, which we shall refer to in detail 

86 90 
later,  '  and we accept it as correct. That is, there are 

compelling theoretical and experimental reasons for expecting 

the critical volume fraction for bulk conduction in a 

bi-phased heterogeneous material to be about 15%• This 

tttfMtf 
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should be contrasted to the value of 33% predicted by the 

EMT for spherical inclusions. Furthermore, we expect, in 

contradiction of the EMT, that this critical volume fraction 

is largely independent of the shape of the inclusions, so 

long as they are randomly arranged and there is rough 

topographical symmetry89 between the two phases.  (Exactly 

what is meant by "rough topographical symmetry" is given 

some delineation in a paper by Pike and Seager.91) 

The EMT fails to predict the percolation threshold 

because there is nothing in it to take account of large 

clusters of like inclusions—its only independent parameter 

is the shape of the inclusions, and changing their shape by 

drawing the material into wire reveals the shortcoming of 

this single parameter. To do the calcualtion correctly in 

the spirit of the EMT one would have to include terms that 

average the excess current through pairs of inclusions, and 

triplets and so on.  Such a calculation  is very difficult 

and has not yet born fruit.86 On the other hand we already 

have independent knowledge of the critical volume fraction 

from percolation theory, and by phenomenologically combining 

these two theories we can produce simple equations that 

describe diverse data. 

C. Deriving the Phenomenological Theory 

The phenomenological amalgamation of the EMT and of per- 

fa.*.:IM   :,rrmmmtflmm0tmr n n  .   <~--~ 
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eolation theory is necessitated by our SQUID experiments on 

5 and 10 atomic % Nb microcomposite wire made by Tsuei's 

process.  Hereafter we shall refer to these samples in terms 

of their volume fractions of superconducting material, 

rather than their atomic fractions of Nb.  Since Cu and Nb 

have about the same density, but Nb has about 1.5 times the 

atomic weight, the volume fraction for the 5 atomic % Nb 

material is about 7.5%.  Similarly, the 10 atomic % material 

is about 15 volume %. The depolarizing factor for these 

wires may be calculated from equation (9-5) by using the 

relation between the eccentricity e and the area reduction 

ratio R of the drawn wire:  1-e2 = 1/R3. For typical wire 

—7 with a reduction ratio of 600, X -  10  . Of course, this 

calculation involves a physical approximation since the fil- 

aments are not in the shape of perfect prolate spheroids. 

Tne long tail in the SQUID amplifier data from the 7.5% 

sample (Fig. 31) on the higher current curves is roughly 

consistent with the resistance levels estimated in section 

9.2. Th?.t estimate assumed that the filaments were typically 

isolated from each other by normal copper; hence this assump- 

tion would appear to be justified in this sample. The 15 % 

sample (Fig. 34) however, shows no such tail so that one 

would conclude that the filaments are not so isolated and 

either form genuine connections or else very good proximity 

effect -junctions. These measurements, then, are consistent 
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with percolation theory but not with the EMT.  (The EMT 
-5 

predicts a threshold at about 10  % by volume of super- 

conductor since the demagnetizing factor for these well 

drawn out filaments is about 10" . Hence according to the 

EMT the 7.5% sample should certainly be superconducting.) 

Thus we are faced with reconciling these facts: first, 

the percolation threshold should be about 15%; second, below 

this threshold the estimates of section 9.1 are approximately 

right; and third, the EMT fails completely at the percolation 

threshold, but should be approximately correct at very small 

superconducting volume fractions. A function that meets 

the test of these three conditions may be readily constructed 

in the spirit of Pad£ approximations.93 That is, we shall 

try to construct a function as the ratio of two polynomials 

that satisfies the three basic facts known about the Tsuei 

wire system. 

Since the first requirement is that the resistivity of 

the composite must be zero for concentrations above the per- 

colation threshold, we choose the numerator of our Pade* 

approximant to be the simplest function which has a zero at 

that point: 

numerator = p,(l - C2/C2*) 

where C2* -  0.15 and is the percolation threshold, but we 

mm     i i mtmm 
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make the convenient approximation that C2* = 1/6. Having 

accounted for near neighbor connectivity in this brute force 

manner, we may now choose the denominator so that the 

elongated shape of the inclusions is accounted for: 

denominator = (1 + C2/X) 

Hence we propose for the resistivity 

'm (1 - 6C0) 

pl       (1 + C2/X) 

= 0 

0 < C  < 1/6 

1/6 < C2 < 1 

(9-12) 

For C2 < X << 1 this function is dominated by the denomin- 

ator, and therefore agrees to first order with the EMT; but 

close to the threshold, clustering takes over and the numer- 

ator provides a manifest zero at the right place. Further, 

still in the limit of a small depolarizing factor, (9-12) 

has the form 

0m = Pi 

ln(4R3) 

2RJCo 
X < C2 < 1/6 (9-12a) 

which is very close to (9-3) and also suggestive of some 

69 
results of Callaghan and Toth  . Equation (9-12) is there- 

fore consistent with our measurements, although the details 
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of that equation are not confirmed by the two data points 

supplied by Figs. 31 and 34, However, there are already 

published experiments with more detailed results.  '° This 

simple theory works well for them too, even though the appro- 

priate value of X is 1/3 and not 10  , so that there is no 

longer first order agreement with the EMT. 

Before we can make a comparison between this theory and 

these experiments, we must point out more features of the 

theory. First, (9-12) applies only to an NS composite and 

we must now work out the analogous case for a metal-insul- 

ator composite, wnere the conductivity (rather than the re- 

sistivity) of one constituent goes to zero. For this case 

we refer to the simple EMT result (9-10) .  In contrast to 

the NS case, we expect (9-10) to be valid near C2 * 1 rather 

than for C2 = 0. Evidently, to make a first-order expansion 

we would be better off to write (9-10) in terms of C^ 

which \a  small in the region of validity: 

c       C, 
— = 1 - ——    ,     0 < C < 1 - X   (9-13) 
C      1 - X l 

Notice that (9-13) has the same form as (9-11). We now gen- 

eralize the EMT result with our Pad€ approach. The 

threshold should occur when the highly conducting material 

forms a connected network at a volume fraction of about 1/6 

so that C2* = 1/6 or C * = 5/6. Hence the analog to (9-12)is 
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om 1 - (6/5)Cl 

G2   1 + C /{l - X) 
(9-14a) 

Rewriting (9-14a) in terms of C2 for convenience in compar- 

ison, we have 

a 1-X 6C, -1 
m _        i 

2 - X - C. 
'  1/6 < C2 < 1  . (9-14b) 

Finally, we also rewrite (9-12) in terms of conductivity: 

am  1 + C2/X 

1 - 6C- 
,  0 < C2 < 1/6 (9-15) 

These equations, (9-14b) and (9-15), are the fundamental 

results of our phenomenological theory, and they are in a 

sense complementary.  That is, they are both derived from 

the assumption that the conductivity of material one is 

quite small compared to material two, but (9-14b) is valid 

for C2 - 1, while (9-15) is valid near C2 -  0. The two 

equations diverge in opposite directions at the percolation 

threshold, but as we shall see, they remain valid until very 

near that critical region provided o\/o2  << !•  We note that 

there is first-order agreement with the EMT in (9-14a) only 

if X =s 1, and in (9-15) only if X a 0,  It would be simple 

to add a linear term to the denominator of (9-14a) or the 

numerator of (9-15) that would guarantee first order agr^e- 

»»■» —tmMmmimM 
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ment with the EMT for all X in both equations, but the over- 

all fit to the data in the following pages is best if (9-14) 

and (9-15) are used as written above. That is, we will see 

empirically that (9-14) and (9-15) work well for all values 

of X and for all values of C2 except in the immediate 

vicinity of C = 1/6.  The EMT with X = 1/3 works well only 

for C2 near one, and it is a mistake to demand first-order 

agreement with the EMT on both sides of the threshold. 

D.  Comparison to Experiment 

A table-top experiment performed by Fitzpatrick, Malt, 

and Spaepen,90 (FMS) is an example of the case where o,   may 

be taken to be effectively zero and X = 1/3.  Random close- 

packed lattices of insulating and metallic spheres were put 

together in glass beakers with aluminum foil electrodes and 

the conductivity as a function of relative densities of the 

two kinds of spheres was studied.  Since one conductivity may 

be taken as zero we expect (9-14) to apply.  To compare the 

results we switch to the notation of FMS, and plot the con- 

ductivity as a function of the number fraction of insulating 

spheres.  That is, if q is the insulating number fraction, 

then C^, the insulating volume fraction is C^ = .65q + .35 

where the filling factor of the lattice is taken to be 0.65 

(see reference 94). Hence we may use (9-14a) with C, in 

terms of q, and X = 1/3, and plot the results directly over 
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the data of FMS. This is presented in Fig. 36. The high 

conductivity data appear too high in comparison to our 

theory, but this is consistent with the experimental errors 

reported by FMS. The low conductivity data and the threshold 

fit quite well, and overall we feel that this experiment is 

consistent with our theory. 

A more detailed set of mathematical and experimental 

data are compiled in a paper by Webman, Jortner, and Cohen86 

(WJC). They compare conductivity data^ from a Li-NH3 sys- 

tem to data derived from computer simulations.  The simu- 

lations involved calculating the effective conductivity of a 

cubic resistor network in which each resistor may have one of 

only two values, and in which the resistor values are cor- 

related over a length larger than the distance separating 

the nodes but are random on a scale larger than the correla- 

tion length.  Hence their simulation is just the sort of 

inhomogeneous system considered in this report, with X = 1/3, 

and they demonstrate convincingly that the metal ammonia 

system is described very well by their model network. We 

shall therefore compare our phenomenological theory both to 

WJC's numerical simulations and to the Li-NH3 data which 

they present in their paper.  In Fig. 37, equations (9-14a) 

and (9-15) with X = 1/3 are compared to the metal-ammonia 

data and the EMT result. The phenomenological fit is remark- 

ably good with no adjustable parameters except the conduc- 

i i  1'VH.nMwOiiliH'il1 »  •''" 



rfn»i,i. m*m 

IP1 

1 — T 1 r- T r ~"          r "T" 

V v»o FMS  OATA - 

~_ Phtnomtnological - 

V Thtory 
Vv 

V 8   EMT 

\\. 
- - 

V   V        o 
\      \   V 

0 

—' \ 
\ 

- 

"~ \ 
\ ^sJJ 

- 

1 , .1        1         1 

\ 
\ 
 I      *VT» 1 

;  ! 

1.0 

.9 

8 

<M)  7 

(7(0) 6 

.5 

.4 

.3 

.2 

1 

0.1   0.2  0.3   04  05   06  07  0.8 
INSULATING NUMBER FRACTION, q 

Fig. 30 Conductivity as a function of the fraction of 
insulating spheres in an experiment by FMS 
(ref. 9C)• To apply our theory we take the inter- 
stitial spaces as part of the insulating volume 
fraction. The results of the EMT are also plotted, 
Note that the data and both theories have been 
normalized not at zero volume fraction, which is 
unattainable in this system, but at zero number 
fraction. 

5 



192 

T" —r 

1 

■T 

w 
O 
• 

8 
9 
O 
O 

i 1 

- 

H Q C 
• 

"H Z z 
E 
o 
c K 

n 1 
£ 

2 
Id 

\ 

• 1 i 
I 
I 

•1 

N 
\ 
\ 
\ 
\ 

- 

• 

\ 
 \ 

- 

\ 

- \ \ — 

1 

J   L 
1 

1 1 

- 0> 

-  00 

-  N 

-  <0 

- ID 

- <t 

- ro 

- CM 

3 
-p 

c 

a) 
-p 

■H 

m 

c 
CM * 

00 

a) 

CM 
•o 

ro 
'O 

6 lb 

•o 
IT) 

fd 
4J 
«0    • 

•Ü  >i 
U 

en o 

i -p 
•H 

Cd 
m ü 
0-H 

C   0 
0 r-| 
CQ 0 

•H C 
H 0) 
<d £ a o 
6 C 
0  0) 

0> 

222 



193 

tivity values at either extreme of the C2 scale. Of course, 

at the percolation threshold the phenomenological theory 

diverges, but the fit to the data is good except within 

AC2 = ±0.03 around the threshold. Even within this divergent 

area it is easy to interpolate a straight line, tangent to 

both curves, that adequately describes the data. A feature 

that is emphasized by the log plot in Fig. 37 is that as the 

ratio o^/o2  is varied the shapes of the two curves generated 

by (9-14b) and (9-15) are unchanged, but their relative pos- 

itions slide vertically.  It is therfore apparent that for 

conductivity ratios near unity the phenomenological theory 

will be unsatisfactory, but that for more extreme differ- 

ences the two curves will come closer to approximating a 

single smooth curve. 

This feature is clearly visible in Fig. 38, which com- 

-5 
pares (9-14b) and (9-15) for the case of 0\/^2 ~ ^       to one 

of WJC's numerical simulations.  The two phenomenological 

curves now come very close together and still give a nice 

fit to the numerical data, again with no adjustable para- 

meters.  We have also plotted in Fig. 38 two curves gener- 

ated by the EMT. These curves are plots of (9-9) with ap- 

propriate values of conductivities.  One curve uses a depol- 

arizing factor of 1/3, as would seem appropriate for the 

isotropic nature of WJC's simulation, and the complete fail- 

ure at the percolation threshold is apparent. On the other 
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hand, the curve has some appeal because it has the correct 

qualitative shape, and one might be tempted to improve upon 

its shape by artificially moving the threshold over to the 

correct value. The resulting curve, again (9-9) but with 

X = 1/6, is the remaining curve in Fig. 38.  Indeed the 

behavior is better at the threshold and below, but worse 

above. Furthermore this approach has no hope of coping 

with the separation of the depolarizing factor and perco- 

lation threshold for drawn anisotropic wire. We are left 

then with the phenomenological approach. 

E.  The Phenomenological Theory and Tsuei's Wire 

The phenomenological theory just presented fits the ob- 

served behavior of our samples of microcomposite wire. The 

presence and rough magnitude of the remnant resistance 

in the 7.5 volume % wire is accounted for in (9-12a). We 

note that the logarithm in that equation tends to reduce the 

error between theory and experiment in Table 2.  For typical 

parameters (9-12a) is larger than (9-3) by an order of mag- 

nitude, and so would tend to bring the last two columns of 

Table 2 into better agreement.  That no remnant resistance 

appears in our 15 volume* wire is also correctly predicted 

since this material is at the percolation threshold. A de- 

tailed comparison to our own experiments is impossible, 

however, because of the relatively few samples available 

,m i i rrniiMi. lirMftilM litt 111 
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for tests and because of interdependent parameters.  Ideally 

we would like to change the Nb concentration of the material 

without affecting the mean free path in the copper. But 

these two parameters are coupled in our materials, so that 

the effects of touching filaments in the 15 volume % wire 

are masked by an extended proximity effect. 

The proximity effect can be incorporated into our 

phenomenological theory, however, if the superconducting 

copper is included in C2, the total superconducting volume 

fraction.  Such a combined theory could then explain the 

low temperature zero resistance state of the 7.5 volume % 

material. When superconductivity is induced in enough 

copper to raise C2 from the intrinsic value of 7.5% to 

15% a supercurrent can percolate, and the resistance drops 

to zero. The derivation of such a combined theory, however, 

is complicated by the statistical nature of the problem. One 

must view the composite media as an ensemble of SNS junctions 

with a suitably random spread of parameters. Eajh junction 

would be either superconducting or normal according to its 

particular values of Tc, Jc, and how much current (another 

random variable) is flowing through it. We have made a few 

simple attempts at such a theory, but so far none have com- 

pletely accounted for the detailed behavior of the 7.5 vol- 

ume % sample in Fig. 31. 
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Our phenominological theory, however, may be directly 

__    69 
compared to some work by Callaghan and Toth.   They worked 

with a single ingot of 7.7 volume % Nb material, and meas- 

ured the resistance as a function of current between suc- 

cessive stages of area reduction.  Since they did not take 

data from several different ingots, but only one, they ob- 

tained a clear trend in resistivity results. Their resis- 

tivity data, plotted as a function of reduction ratio, is 

presented in Fig. 39.  At a given reduction their measured 

resistivity depends dramatically on the current used to 

make the measurement. We interpret this result within the 

frame of our theory as due to a variation with current level 

of the volume of superconducting copper. As the current is 

raised, less and less copper is superconducting, and the 

resistivity should approach a limit set by the volume 

fraction of Nb. That limit, according to our theory, is 

the solid line at the top of the graph in Fig. 39.  This line 

is equation (9-12) with C2 = 0.077, and X calculated from 

(9-5) with 1 - e* ■ 1/R . This theorecical curve is a 
■ 

reasonable limit because the trend of measured resistivity 

with current density is consistent with the magnitude of 

the prediction. Given the large gap between the 100 and 

1000 amp/cm2 curves, there is no experimental reason to 

believe that the 1000 amp/cm curve represents a limit on 

remnant resistivity.  In fact, judging from the general trend 
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Fig. 39 Resistance measurements of Callaghan and Toth 
(ref. 69). The solid curve at the top is our 
theoretical limit on resistance as current 
density is increased. 
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another factor of 10 in current density might be sufficient 

for the resistivity to approach the theoretical limit over 

most of the range of reduction studied by Callaghan and 

Toth. 

There is another important implication of (9-12) for 

proper interpretation of data.  Samples with large reduction 

ratios (hence very small values of the depolarizing factor, 

X) will be very sensitive to small superconducting volume 

fractions.  If X = 10  then from (9-12) the resistivity 

will be down a factor of 10 from its zero fraction value 

for only 0.1 volume % of superconducting material. At low 

currents the wire may thus appear to be fully superconducting 

when only a small fraction of filaments are below their 

transition temperatures. Hence it would be of some impor- 

tance to measure the spread of Tc's in these materials 

independently. 

In conclusion, a combination of the proximity effect 

interfilamentary coupling model, and the percolation model 

based on a normal copper matrix, is consistent with our own 

resistivity data, and with those of Callaghan and Toth. A 

phenomenological theory based on the percoaltion model pre- 

dicts the order of magnitude of remnant resistivity in the 

7.5 volume % wires.  It further predicts correctly that the 

15 volume % sample has no remnant resistivity. Finally, the 

percolation model sets a reasonable upper limit on the cur- 
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rent dependent resistivity measured by Callaghan and Toth. 

The proximity effect, however, is also important.  It 

explains by itself all of the magnetization data presented 

in Chapter Seven. We also invoke superconductivity in the 

copper to qualitatively explain the details in the current 

dependent resistivities that both we and Callaghan and Toth 

have observed. Hence there is reason to believe that neither 

the proximity effect model alone, nor the percolation model 

alone is sufficient to explain the interfilamentary coupling 

in microcomposite superconductors made by Tsuei's process. 

The percolation model, however, suggests that the material's 

behavior can be divided into two regimes: with supercon- 

ducting volume fraction less than 15% the filaments are more 

or less isolated and the proximity effect dominates the 

coupling, while for superconducting volume fractions larger 

than 15% the filaments tend to torm a connected network 

of some sort, so that random contacts dominate. 

i ■LiiM»^nM»?t"ri"w?»>-^,-=~--- ■•■*_ 
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CHAPTER TEN:  CONCLUDING TOPICS 

We have developed a phenomenological theory of conduc- 

tion in microcomposite material made by Tsuei's process, 

but experimental verification of this theory is sparse.  In 

this final chapter, therefore, we discuss additional exper- 

iments that should be done to complete the picture. We 

expect these additional experiments to verify the idea that 

there is a threshold in Nb concentration above which random 

contacts between filaments become important. However, we 

expect difficulty in establishing the contact mechanism. 

More experiments to determine the ultimate technological 

applicability of these microcomposites will be discussed. 

Finally, we shall summarize what has been done, and what 

remains. 

1C.1 Further Experiments 

The two compositions of microcomposite material that we 

have studied are not enough to verify the existence or mag- 

nitude of the percolation threshold. We have studied wire 

containing 5 atomic % Nb and 10 atomic % Nb. The behavior 

of the 5 % wire is consistent with that expected below the 

percolation threshold in a percolation picture, but the 

10 % wire is ambiguous. The 5 % wire showed a distinct 

resistance plateau in its resistive transition, indicating 

m**mm*mm*** m > 
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the presence of little direct contact between filaments. 

The resistive transition of the 10 % wire, however, shows 

no resistive plateau at the level expected from a model 

based on normal copper and no contact between filaments. We 

are tempted to ascribe this behavior to touching filaments in 

the 10 % wire, but there is a complication.  The copper in 

the 10 % wire has a significantly longer mean free path than 

in the 5 % wires, and therefore a longer range proximity 

effect.  Hence proximity effect coupling in the 10 % speci- 

mens could also explain the absence of a resistance plateau. 

If the matrix in the 10 % material were made as dirty or 

dirtier than that in the 5 % material, then the two possible 

mechanisms could be distinguished.  The proximity effect 

model for the 10 % wire would lead to a resistive plateau 

very much like that in the 5 % wire, but the touching fil- 

ament model would eliminate a plateau in the resistive tran- 

sition, so long as the percolation threshold was exceeded. 

To settle this question the following experiments must 

be done.  The mean free path of the copper must be varied 

independently of the Nb concentration.  Then one could do 

two series of resistance measurements with the SQUID ampli- 

fier.  The first series would be done exclusively with clean 

copper, but with the Nb concentration ranging perhaps from 

a fraction of 1 atomic % to the apparent limit for the man- 

ufacturing process, about 20 atomic %.  The second series of 
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experiments would involve the same range of Nb concentrations 

but with quite dirty copper, to suppress the proximity 

effect.  Such a series of experiments should settle the 

question of proximity coupling versus random contact between 

filaments, but it would probably have to be done on material 

that had not been subjected to the final Nb^Sn forming 

anneal. That way the cleanliness of the Cu matrix would be 

controlled by varying the Sn concnetration.  (Since the Sn 

would in that case be present only to shorten the mean free 

path in the Cu, some other metal, such as Al, might be sub- 

stituted for it.)  The resulting wire would then have Nb 

filaments without a layer of Nb3Sn, and so could not be 

practical. But it should have the same structure as our 

present wire, and so it should confirm or disprove the 

structure-related concept of supercurrent percolation through 

random contacts. 

i 

10.2 Touching Filaments 

Although controlling the purity of the Cu matrix should 

help in validating the concept of a threshold in Nb concen- 

tration, such experiments will probably not explicate the 

mechanism of contact.  Here we distinguish two such mechan- 

isms: welding, and the ubiquitous proximity effect.  By 

"welding" we mean a superconducting metallurgical bond 

between filaments.  Since these materials undergo a great 
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deal of cold working when they are drawn into wire, and are 

subsequently annealed for two days at a temperature of 

600 °C, it is quite plausible that welds between filaments 

69 could exist.  Callaghan and Toth  purposefully looked for 

evidence of welding in their materials, and found none. 

However, their materials contained only 7.7 volume % Nb. 

From percolation theory, one would not expect very much 

welding at that concentration.  Further, if welding were 

present, it is not clear that simple microscopic examinations 

would reveal them.  We suggest alternatively that the mech- 

anical strength of the material may depend upon the presence 

of welds, and so could be used as a possible test for estab- 

lishing their existence. 

The concept of touching filaments, however, does not 

depend upon the existence of welded filaments.  For strong 

coupling of supercurrent between neighboring filaments, all 

that is required is that the filaments be in close proximity 

to one another.  Then there could be a locally very strong 

proximity effect bond between them, which could be almost as 

good for superconduction as a weld.  In this case, one may 

view the proximity effect as softening the criterion for 

good contact between filaments.  The minimum length scale to 

which the neighboring filament separation could be compared 

is the shorter of the electron mean free path in the copper, 

or the normal coherence length.  Thus even in dirty copper, 
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o 
filaments separated by as much as 100 A would be still in 

good contact. 

If the proximity effect is the primary contact mechanism, 

then the distinction between the proximity effect coupling 

model and the random contact model vanishes.  The resulting 

unified view would then be that all superconduction between 

filaments is through copper made superconducting by the 

proximity effect, but with the chances of developing a 

superconducting path through the sample still determined by 

percolation theory.  We suspect that the only distinction 

between this unified proximity-percolation view, and the 

touching filament view, is one of language.  Observable 

predictions of the two viewpoints are likely to be the same. 

10.3 Technical Applicability 

If our idea is right that a critical concentration of Nb 

is required for connected behavior of the filaments in micro-- 

composite wires, then there are important implications for 

the ultimate utility of this wire in technological applica- 

tions.  The primary obstacle to applications of microcom- 

josites with Nb concentrations less than the critical value 

is the remnant resistance that they display.  Clearly, if 

the wires are too resistive they will not compete with con- 

ventional composites.  The value of resistivity below which 

-14 successful competition appears feasible is about 10   ohm cm, 

^.fli.^ ü^^^, a,. 
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as discussed in some detail in reference 4. Our 5 atomic % 

samples fall three to four orders of magnitude above this 

benchmark, so they cannot be considered practical. Presum- 

ably , however, such wire with larger reduction ratios could 
3 

fall below the benchmark due to the 1/R factor in (9-12a). 

Even so, the low Nb wire may not be competitive because of a 

concomitant low overall critical current density. To over- 

come this difficulty it would be necessary to use as large a 

Nb concentration äS possible. 

If microcompcsite wire with a Nb concentration above the 

critical value is used, however, a different sort of problem 

emerges. The problem has to do with the stability of the 

zero resistance state in these high Nb composites in the 

presence of time-dependent magnetic fields.  In conventional 

composites the problem is solved by twisting the wire to 

limit the size of eddy currents flowing in the material due 

to time-dependent applied fields, as discussed in Chapter 

Five.  In microcomposites with low Nb concentrations, it has 

been suggested that the isolated filament length could play 

the role of the twist pitch in conventional composites. 

In high Nb wire, however, there is no well defined filament 

length to rely upon, and twisting will not affect the funda- 

mentally connected nature of the material.  Hence it appears 

that high Nb wire may lack ac stability. 
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In other words, the more the filaments behave as though 

interconnected in a continuous network, the more they will 

behave like a bulk superconducting wire with a diameter 

equal to the overall diameter of the whole composite.  In 

that case, the appropriate parameter d in the adiabatic 

stability condition, (5-8), is this bulk diameter, and not 

an individual filament diameter.  It is clear from (5-8) that 

this large diameter will result in poor stability.  Since 

the ultimate utility of the wire will be determined by its 

stability, experiments should be done to determine the ac 

stability of microcomposites with Nb concentrations both 

above and below the critical concentrations.  These proposed 

measurements would include magnetization measurements in 

large swept fields, and of course, solenoid tests.  Solenoid 

tests, however, will have to await the production of large 

quantities of uniform quality \/ire. 

10.4 Conclusions 

The work presented in this report has not settled the 

question of the ultimate utility of microcomposite supercon- 

ducting wire made by Tsuei's process, but progress has been 

made in that direction and in other more purely scientific 

directions.  Since the mechanism by which current flows from 

one filament to the next is essential for predicting the 

behavior of the wire in practical situations, our experiments 
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have been aimed at probing the coupling mechanism. Our mag- 

netization measurements in a small parallel field show con- 

clusively that supercurrents can flow from one filament to 

the next. Further, the detailed magnetic behavior of our 

different samples is qualicatively consistent with a prox- 

imity effect model of superconduction through copper from 

filament to filament.  Our conventional electrical measure- 

ments in large fields and currents have shown that the 5 

atomic % Nb wire has a remnant resistance but that the 10 

atomic % Nb wire appears strictly superconducting to very 

large currents in zero field. Our sensitive SQUID voltage 

measurements, which measured the resistive transition of the 

materie*l «o a runction of temperature, confirmed the exis- 

tence of the remnant resistivity in the low Nb samples, but 

failed to detect any such resistance in the high Nb 

specimens. 

Finally, we developed a phenomenological theory based on 

percolation theory and the effective medium theory of con- 

duction in heterogeneous media.  Our new theory is not only 

consistent with all of our data on superconducting micro- 

composites, but also with data generated by widely different 

experiments on systems of normal conductors.  The basic con- 

cept of the theory, as applied to Tsuei's material, is a 

critical volume concentration of superconducting inclusions. 

Below the critical concentration the inclusions are isolated, 
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and above they form a kind of connected network. The criti- 

cal vo.1 ame fraction predicted by the theory is just the 

volume fraction of Nb in our 10 atomic % samples. Although 

our experiments with the 10 % samples are consistent with 

our theory, they do not conclusively confirm it because of 

the relatively clean copper in the high Nb samples. Clean 

copper has a very long range proximity effect, which could 

make the sample superconducting even with a sparse array of 

isolated superconducting filaments, and certainly would be 

expected to change the effective superconducting volume 

fraction. We have suggested experiments with controlled 

purity copper to settle the question. 

If our ideas are correct, however, and a connected net- 

work of filaments does form, then the ultimate limit to the 

utility of the material may not be its remnant resistance, 

but its limited stability against catastrophic flux jumps in 

time varying magnetic fields. That is, if the filaments 

form a connected network, screening currents will tend to 

flow through the bulk of the material rather than within 

individual filaments, so the stability of the multifilament- 

ary composite will be lost.  If further experiments confirm 

the existence of a critical concentration of Nb, the next 

step would be to measure the stability of the wire as a 

function of concentration. 
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APPENDIX A:  CONVENTIONAL VOLTAGE MEASUREMENTS AT HIGH 

CURRENT 

Heating at the current contacts was the principal prob- 

lem we encountered in making conventional electrical meas- 

urements on samples carrying high currents.  If there is a 

—6 contact resistance of even 10  ohm, then with currents of 

-2 
100 amperes, 10  watts will be dissipated at the current 

junction. If the characteristic dimension of the; junction 

were one millimeter, then the junction would dissipate to the 

helium bath a heat flux of one watt/cm2. Normal helium 

(temperatures above the lambda point) can not ordinarily 

handle such a flux of heat without developing a film of hel- 

ium gas around the contact, and the temperature of the junc- 

tion would rise. Its temperature could even exceed the crit- 

ical temperature of the superconducting sample. Further, 

the thermal healing length (over which Joule heat is trans- 

ferred to the bath) for typical samples could be the order 

of one centimeter, so that a sizable fraction of the length 

of the sample would become hot. 

All of these problems make high current experiments on 

short samples unreliable. The solution is to make the cur- 

rent contacts with as low a resistance as possible, spread 

over as large an area as possible, and as far as possible 

from the region where the voltage probes are placed. 

aani in IMH»' -■ 
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An arrangement of current and voltage contacts that we used 

for boiaples about 15 cm long is shown schematically in 

Fig. 40a. The arrangement was attached to the end of a 

cryostat designed to fit in the 2.5 cm bore of the insert 

dewar of a 7 tesla NbTi superconducting magnet. The sample 

is bent into a "U" shape and the sides are clamped into 

grooves on the copper bus bars and soldered. When the sol- 

der is set, the clamps are removed, the voltage probes 

attached, and a thin phenolic sheath is slid over the, entire 

assembly for protection and insulation. We have success- 

fully run about 200 amperes through this apparatus without 

evidence of excessive heating at the current contacts. 

The high current supply that we built for these measure- 

ments contained three features worth noting: it was battery 

powered; the bias resistors for the power transistors were 

of a novel design and water cooled; and a unique feedback 

network was used. A battery supply was essential for smooth 

low noise operation over the entire current range.  The 

simplest arrangement would have been to control the current 

from a storage battery with a rheostat. But rheostats 

for currents over 100 amperes are large, noisy, and impos- 

sible to operate smoothly.  Therefore we developed a tran- 

sistorized controller for the battery current. A schematic 
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(b) 

Fig. 40 a) Experimental arrangement for high current voltage 
measurements, b) Schematic of high current power 
supnly. 
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circuit is shown in Fig. 40b. The battery consisted of two 

or three lead-acid six volt storage batteries connected in 

parallel. Each battery was rated at 300 ampere-hours. The 

current was controlled by seven power transistors, type 

2N4276, connected in parallel.  These transistors were used 

in a Darlington arrangement with two other transistors as a 

current boost output for an Analog Devices AD119A op-amp. 

The whole circuit was connected in a non-inverting feedback 

mode. Current through the sample was controlled by a voltage 

applied to the non-inverting input of the op-amp. The cur- 

rent voltage relationship was quite linear, and the supply 

has been used to produce steady currents of over 200 amperes. 

The most difficult part of making the supply was design- 

ing the emitter bias resistors for the seven parallel power 

transistors. Commercial resistors that were both compact and 

able to handle currents in excess of 30 amperes were not 

available. The design we settled on was a strip of one mil 

(0.0025 cm) brass, approximately 0.3 cm wide and 10 cm long 

arranged in a sandwich structure of copper, thermally con- 

ductive grease, and mylar. The sandwich was made as follows. 

First the grease was applied sparingly to a water-cooled 

copper base that served as the common electrode for all the 

resistors. One mil mylar insulation was pressed onto the 

grease, and then greased itself. The brass resistor was 

pressed onto the new grease atop the mylar, but with one end 
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extended slightly beyond the mylar to make contact with a 

clean area of the copper base. A small bead of solder on 

the end of the brass strip helped to make contact to the 

copper but it was not feasible to solder the brass to the 

copper. More grease, mylar, grease, and the top copper plate 

completed the sandwich.  Contact between the upper copper 

plate and the brass resistor was made in the same way as 

between the resistor and the copper base. An insulated brass 

clamp tightened the assembly to the copper base to insure 

good thermal contact between the copper and the brass strip. 

Initially, feedback voltage to the op-amp was taken 

across a 2xl0~4 ohm resistor connected between the common 

point of the emitter resistors and ground. This arrangement 

resulted in a greatly reduced loop gain, however, so the 

circuit in Fig. 40b was adopted to insure high loop gain and 

good linearity.  Each emitter of the seven power transistors 

was connected through a 100 ohm resistor to a common point. 

It can be shown that the voltage at that point is the aver- 

age of the voltages at the seven emitters. This voltage was 

then fed back to the op-amp.  In essence, the feedback loop 

kept this feedback voltage equal to the input voltage. 

Hence an input of one volt biased each emitter at one volt 

on the average.  Each transistor then put out about ten 

amperes, and since there were seven transistors, the ratio of 

output current to input voltage was about 70 amperes/volt. 
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APPENDIX B:  SQUID VOLTAGE MEASUREMENTS 

Oar SQUID amplifier cryostat was designed to minimize 

the consequences of resistive electrical contact with the 

sample. Resistive contacts are one of many problems that 

must be dealt with when trying to use the extraordinary sens- 

itivity of SQUID amplifiers in practical experiments. A 

thorough discussion of these problems is given in R.S. 

29 
Newbower's Ph.D. thesis.   However, the relatively low temp- 

eratures involved in Newbower's experiment allowed him to 

avoid the particular problem of resistive contacts:  his 

connections to the sample were all superconducting. Our 

samples, on the other hand, required measurements over the 

broad temperature range of 2 to 18 K. The conductors that 

connected the sample to the SQUID amplifier were therefore 

made of Nb^Sn to insure that they would remain superconduc- 

ting over the whole temperature range, but the connections 

to the sample itself were resistive. 

B.l Resistive Contacts 

Resistive contacts limit the sensitivity of SQUID ampli- 

fier measurements through Johnson noise and the Seebeck 

effect. Johnson noise was not a serious problem for us. 

Contact resistances of less than a micro ohm were not dif- 

ficult to achieve with ordinary solder connections, so from 

gHHI-f janwt 
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the K/quist formula Vrms = /4kßRTB, the Johnson noise volt - 

-14        i/o 
age was about 10   volts/Hz /. Here kg is Boltzmann's 

constant, R, the resistance, T the temperature, and B the 

-14 
bandwidth of the measurement. A sensitivity of 10   volts 

would have been adequate for our experiments.  Unfortunate]y, 

the Seebeck effect can produce much larger voltages than 

Johnson noise for these low resistance contacts. A tempera- 

ture difference of 10* K across the resistive contact could 

make as much as a nanovolt signal that would be added to the 

true voltage across the sample. Thermal emf's in our final 

cryostat design, shown in Fjg. 41a, were limited to about 

10   volts if the temperature was swept at a rate less than 

about 3 K per minute.  By automating the temperature sweep 

with a motor-driven potentiometer the thermal voltages could 

be reproduced from sweep to sweep during a given run within 

about 10"12 volts.  At lower temperatures the resolution was 

better, and below the transition temperature of the solder 

connections (about 7 K), all thermal voltages disappeared. 

B.2 The Cryostat Design 

We designed the cryostat to accomodate two principal 

constraints:  the voltage leads had to be made of Itt^Sn, and 

chermal gradients in the vicinity of the sample had to be 

minimized.  We used solder coated F^Sn tape that was one 

mil thick for the voltage leads.  The tape was flexible, had 

teriteetoUbutomaäÜA 
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Fig. 41  a) Experimental arrangement for SQUID voltage 
measurements,  b) Schematic of SQUID circuit. 
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no copper (and hence a low thermal conductance) and was 

easily con*  ted to the sample with a low power soldering 

iron.  (Excessive heat tended to remove the solder coating.) 

The tape also had an ideal geometry for heatsinking. 

Wherever possible in the construction of the cryostat, the 

Nb Sn tape voltage leads were stacked one atop the other 

separated by one mil mylar insulation and glued in place 

with GE7031 varnish.  This proceedure minimized self and 

mutual inductances, and proved compact and convenient.  The 

voltage leads were cut from the tape in one piece, and 

extended from the voltage feedthrough at the top of the 

vacuum can to the sample. 

The sample was mounted as shown in Fig. 41a, on a single 

crystal sapphire substrate obtained from the Adolf Meiler 

Company. °  The pre-cut voltage leads were indium soldered 

to the substrate to form pads that the sample could be laid 

across for easy soldering.  Current pads were also cut from 

Nb3Sn tape and indium soldered to the substrate.  Current 

was brought to these pads by a combination of copper wires 

and Nb3Sn tape, with soldered connections.  These components 

were arranged so that the sample was in intimate contact 

with the high thermal conductivity sapphire, but isolated 

from the rest of the cryostat by the low thermal conductance 

Nb3Sn tape.  The sapphire substrate was clamped to a copper 

fitting that was attached to the structure extending from the 

top of the vacuum can. 
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The arrangement of this supporting structure was crucial 

for minimizing thermal gradients near the sample. A hollow 

electrolytic-tough-pitch (ETP) copper cylinder extended about 

2.5 cm on either side of the top brass flange of the vacuum 

can. The top half of this copper piece was therefore in 

direct contact with the helium bath, and was also soldered to 

a central stainless steel tube. This tube extended to the 

top of the cryostat, and served as the main structural sup- 

port of the entire assembly, as well as the vacuum pumping 

line and the conduit for electrical leads to the heater and 

thermometer in the vacuum can. The lower half of the cop- 

per cylinder served as the primary heat sink for all the 

structures within the vacuum can. The electrical leads 

carried down from room temperature were therefore wrapped 

tightly around and glued to the bottom half of the copper 

cylinder. The sample current and voltage leads, however, 

were exposed to the bath and entered the vacuum can through 

specie.1 ly designed feedthroughs, of the sort described in 

Newbower's thesis.29 Direct heat sinking to the bath at the 

copper cylinder was therefore not necessary for them. 

A second copper heat sink was supported a short distance 

from the primary heat sink by a thin-wall stainless steel 

tube. This tube extended all the way through the secondary 

heat sink and supported the sapphire substrate and clamp at 

the other end. The entire structure within the vacuum can 

-nunr"""-*""- 
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was a little over 7.5 cm long. All electrical leads as well 

as the heater and the thermometer were thermally attached 

to the secondary heat sink. Theimal links consisting of 

copper braid connected the secondary to the primary heat 

sink, ant3 aiso connected the clamped sapphire to the 

secondary heat sink. 

Approximately 0.1 watt supplied to the heater could raise 

the temperature of the secondary heat sink and the sample to 

about 20 K.  If power were removed from the heater at 20 K, 

the sample would relax to within a few tenths of a degree 

of the bath temperature in about two minutes.  The tempera- 

ture was measured with a calibrated germanium resistance 

thermometer, biased with a constant current of 10 micro- 

amperes.  The approximately exponential response of this 

thermometer at low temperatures was tamed somewhat by a 

logarithmic amplifier between the thermometer and the 

X-Y plotter.  VTithout the logarithmic amplifier the temper- 

ature range from 2 to 18 K could not bave been plotted in a 

single continuous sweep. 

Our initial design did not incorporate the secondary 

heat sink.  Rather, the sapphire substrate was indium sold- 

ered to a copper slab, and the heater and thermometer and all 

electrical leads were attached to the same slab.  The welter 

of heat sources and sinks resulted in large thermal gradients 

in the vicinity of the sample, and the best voltage resolu- 
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tion we obtained was about one nanovolt.  The idea behind 

using a secondary heat sink was to move most of the temp- 

erature gradients from the vicinity of the sample. Then, by 

subtracting out the reproducible signals due to the remaining 

-12 gradients, we could resolve 10   volts.  To do better, one 

would probably have to work out some arrangement to spot 

weld the voltage leads to the sample to reduce further the 

magnitude of the temperature gradients across the contacts. 

B.3 A typical Run 

The way in which the resistive transitions of our samples 

were observed over nine to ten decades of resistance is as 

follows.  First, the helium bath was pumped down to a temp- 

erature below the lambda point (about 2.2 K).  Operation of 

the SQUID amplifier in superfluid helium was essential to 

eliminate thermal emf's across the feedback resistor, RF. 

(Rp was chosen to be as large as possible without contrib- 

uting excessively to the noise.  We usually used 10  ohm.) 

The desired current was then applied to the sample.  The 

sensitivity of the SQUID amplifier was set by choosing an 

appropriate value for R  (see Fig. 7).  Feedback for the 

SQUID amplifier was then applied and adjusted for zero feed- 

back current.  Finally, the temperature of the sample was 

swept through the transition by ramping the heater current 

with a motorized potentiometer.  The temperature signal, 

mu^i^nnfr—,.,.. j 
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amplified by the logarithmic amplifier, and the SQUID ampli- 

fier output were recorded simultaneously on an X-Y plotter. 

When the transition was completed, the sample was allowed to 

cool, and a new SQUID sensitivity or sample current was 

chosen for the next sweep. All permutations of the chosen 

sample currents and sensitivities were plotted for each 

sample in this manner. Hence, each continuous curve in 

Fig. 31 and Fig. 34 represents four temperature sweeps, 

since each curve covers about four decades in voltage sensi- 

tivity.  Thermal emf's could be subtracted by reversing the 

current and repeating each sweep before going on to the next 

permutation of current and sensitivity. 

m*m 
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